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ABSTRACT

Mobility clearly is an integral issue in mobile wireless networks. However,
little research has focused on realistic mobility. Unrealistic mobility models, such
as the popular Random Waypoint or Random Walk models, may result in incor-
rect conclusions regarding the performance evaluation of mobile wireless network
protocols.

This thesis introduces a mobility model and simulator that attempt to gen-
erate realistic mobility for mobile wireless network simulation in an urban setting.
The mobility models are based on data collected in a number of surveys. The result
is a 3-layer hierarchical model. The highest layer is an activity model that deter-
mines the high level activity (e.g., working). The second layer is a task model that
determines the specific task within an activity (e.g., meeting with three people).
The third layer is an agent model that determines how mobile nodes move from one
location to another (e.g., how a node navigates down a crowded hallway).

A mobility simulator implements the mobility model and is based on the
technique of discrete event simulation with rescheduling. This simulator is the first
realistic simulator for mobile wireless networks. It is hoped that this simulator
will greatly increase the fidelity of mobile wireless network performance evaluation.
Further, it is hoped that this work is usher in a new investigation of urban mobile

wireless networks.
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Chapter 1

INTRODUCTION

1.1 Introduction

Mobile ad hoc networks (MANETS) are networks of mobile nodes (MNs)
that happen to be near each other with no pre-established infrastructure, forming
a temporary network [1]. Each MN takes part in the process of forwarding packets
(i.e. each MN is both a router and a host). A packet generated by a MN may
reach a destination node through multiple MNs, that is the packet travels along a
multi-hop path. At a given time, a MANET graph (where the vertices are the nodes
and arcs are the between nodes that are able to communicate) depends on the MNs’
positions and their transmitter and receiver coverage patterns, which depends on
the transmission power levels and the location of obstacles (e.g. buildings and trees)
as well as on the physical layer used and receiver sensitivity, etc. [2]. The greatest
challenge of MANETS is that this multi-hop graph changes as the MNs move.

In spite of this major challenge, researchers have paid tremendous attention to
mobile wireless ad hoc networks. First, MANETSs do not require any infrastructure.
Thus, they can be quickly deployed. Second, ad hoc networks are self-organizing
and self-healing. If a new node is inserted into the network, the network discovers
the new node and automatically incorporates it into the network without the need
for a system administrator. Likewise, if some nodes fail or leave the network, the
network also automatically soon senses this occurrence and re-figures the multi-

hop graph. As a result, ad hoc networks provide high reliability and adaptability.



Wireless systems for industry have mostly used cellular-phone-style radio links, using
point-to-point or point-to-multipoint transmission [3]. Note that cellular networks
are single-hop networks and MANETSs are multi-hop networks. A point-to-point
network can provide reliability because there are only two nodes, but it does not
scale to handle more than one pair of nodes. A point-to-multipoint network can
handle more nodes, but its reliability is determined by the placement of the access
point and mobile nodes. Moving an access point (AP) to improve communications
with one mobile node will often degrade communications with other mobile nodes.
However, unlike single-hop networks, in multi-hop networks, even if a node cannot
connect to the AP directly because of environmental constraints (e.g. obstacles),
it will find another route to AP through other MNs. Thus, multi-hop networks
are more reliable and adaptable to environmental constraints than are single-hop
networks. Multi-hop networks are also scalable to thousands of mobile nodes due
to distribution algorithm. A third reason is that ad hoc networks can provide
higher bandwidth, and spatial reuse. The communication ranges used in MANET's
are short. The physics of wireless communication dictates that the bandwidth be
higher at shorter range because of low interference and path loss. Additionally, little
power is required to transmit data across multiple short distances. Since the shorter
transmission ranges limit interference, simultaneous and spatially separated data
flows are allowed.

An example of MANETS is an ad-hoc network of laptops and PDAs com-
municating with each other over a wireless medium. Another example is an ad-hoc
network of emergency responders and ambulances in disaster recovery situations and
places with non-existing or damaged communication infrastructure where rapid de-
ployment of communication network is needed. Third example is an ad-hoc network
of soldiers and military vehicles in a battlefield.

Planning has been done to deploy a citywide ad hoc networks (i.e. urban mesh



networks) for civilian applications. The city of Philadelphia is in the final planning
stages of providing wireless access to the entire 135 square mile city [4]. Atlanta, Los
Angeles, Milwaukee and Cleveland have each advanced plans for developing their
own wireless network and more than 200 local governments are in the early stages of
plotting ways to provide residents with cheap wireless broadband. MNs (i.e. mobile
devices having wireless equipment) may be located in or on people, cars, trucks,
airplanes, ships, etc. Urban mesh networks usually consist of fixed base stations,
fixed wireless relays and mobile nodes. A fixed base station is the interface between
wired network and wireless network, that is, it is the path to Internet from the MNs.
In a city, those three elements eventually make a dynamic multi-hop graph.

No one has tried to simulate realistic dynamic multi-hop graph in urban
environments. Random Waypoint and Random Walk, while popular for modeling
these graphs, do not provide realistic models of urban civilian mobility. The reason is
that realistic mobility must account for various structures that arise in urban civilian
mobility. Specifically, pedestrians move along sidewalks and inside buildings, while
vehicles move along roads. Furthermore, pedestrians and vehicles obey various rules.
For example, vehicles and pedestrians, more or less, obey traffic signals. Also, in
order for a faster node to pass a slower node, it must go around the slower node. If
there is no room to pass, then the faster node must decrease its speed to that of the
slower node and follow until there is room to pass. It should be noted that only if
mobility models are realistic, can we get realistic dynamic multi-hop topology and
hence be assured of the correctness of conclusions draw from simulations. One way to
model realistic civilian mobility is to do rigorous surveys of extensive pedestrian and
vehicle literatures to get proven distributions (e.g., people’s walking speed, vehicle’s
driving speed, list of activities, etc.) to be used in simulation.

Simulation techniques such as discrete event simulation (DES) and continu-

ous simulation have been developed to imitate real world systems. Within a DES



Figure 1.1: Signal Strength in an Urban Environment. The colors indicate the sig-
nal strength from a transmitter on the right-hand side of the modeled
area. While the figures show a large variation in coverage, the only dif-
ference between the two figures is that the position of the transmitter
has moved 10 meters [6].

mechanism, time is controlled by discrete time at which predefined events occur,
while within a continuous simulation mechanism, time is controlled by continuous
variables expressed as differential equations that depend on a system [5]. Validation
is one of those which should be checked prior to experimental analysis. Validation
means that the simulator behaves with satisfactory accuracy consistent with the
real world system.

This thesis has made an effort to derive realistic mobility models for urban
civilian through rigorous surveys, implement mobility simulator based on DES mech-
anism, and to validate designed mobility simulator with real measured results. It
is hoped that the UDel mobility simulator leads to accurate protocols performance
evaluation and initiates a more thorough examination of wireless networks in urban

areas.



1.2 Motivation

Figure 1.1 shows that the small movement of the MN significantly affects
path loss [6]. Clearly, the signal strength of every point from source node in the
three dimensional space quickly varies due to node mobility. This means that node
mobility determines properties of the topology and the behavior of the links among
MNs. It stands to reason that the performance of MANETS is also strongly impacted
by mobility and propagation. However, such a hypothesis cannot be checked until

a mobility model is developed, which is the purpose of this thesis.

1.3 Thesis Overview

The remainder of this thesis presents related research areas in Chapter 2. The
overview of projects that our group has worked on is briefly introduced in Chapter
3. Details of mobility models are described in Chapter 4. Chapter 5 explains how
to design mobility simulator. Simulation environment and the results are shown in
Chapter 6 and Chapter 7, respectively. Chapter 8 concludes with ideas for future

research.



Chapter 2

RELATED WORK

Modeling node movement to reflect the real world presents major challenges.
The best way to model node movement is to observe real user-participants and trace
their movements over an adequate time period. Since this direct experimentation is
expensive and time consuming, researchers have attempted through simulation to
realistically represent the behaviors of MNs without tracing real ones. Their efforts
have supplied a variety of mobility models. It is important to note, that mobility
modeling is widely used outside of MANET performance evaluation. Here we discuss
mobility models used in MANET performance evaluation, as well as models used in

other areas.

2.1 Non-graph-based Mobility Models

Non-graph-based Mobility Models are the mobility models that allow nodes
to move freely in which there are none of the obstacles that exist in a real city.
Popular mobility models within this class of models includes Random Waypoint,
Random Walk, Random Direction, Boundless Simulation Area, Gauss-Markov, and
Probabilistic Version of Random Walk Mobility Models [7].

By far, the most popular of all mobility models used for MANET performance
evaluation is the Random Waypoint Mobility Model. The Random Waypoint Model
uses a MN which pauses for a specified period and then starts traveling by randomly
choosing a random destination and speed. Upon reaching the destination, the node

waits for a uniformly distributed pause time. After waiting, the node chooses another
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destination and speed, continuing the process. By introducing pause times, this
model attempts to solve the problem of sudden stops and sharp turns that the
Random Walk model has. However, the model causes density waves, which means
the clustering of nodes near the center of the simulation area.

In the Random Walk Mobility Model a MN starts traveling by randomly
choosing a direction and speed. After either a specified time or a specified distance,
the node chooses a new direction and speed. If the node reaches a boundary of the
simulated area, it bounces off the simulation border at an angle determined by the
incoming direction. The node then continues along this new path. This model can
generate unrealistic movements such as sudden stops and sharp turns.

Random Direction Mobility Model was developed to overcome density waves.
In this model, a MN chooses a direction and a speed, and then travels in that
direction until the node arrives at the border of the simulation area. Upon reaching
the boundary, it pauses for a specified time, then chooses another direction and
speed. Since this model makes for uniform node density and since nodes pause only
at the border of the modeled area, it is not realistic.

Boundless Simulation Area Mobility Model aims to allow a MN to travel
unobstructed in a simulation area by handling the boundary of the simulation area
differently, thus removing any simulation edge effects from the performance evalu-
ation. The key idea is that the node that reaches one side of the simulation area
continues traveling and reappears on the opposite side of the simulation area. But,
the problem is that one static node and one MN that continues to move in the same
direction become neighbors repeatedly. In addition, the channel model should be
modified to wrap transmissions from one edge of the area to the other.

Gauss-Markow Mobility Model was designed to adapt to different levels of
randomness via one tuning parameter. FEach MN is assigned an initial current

speed and direction. The next speed and direction of a node is calculated based



on the current speed, direction, and a random variable, whereas the next position
is calculated based on the current position, speed, and direction. The following

equations represent this model:

Sn = aSp1+(1—a)s++/(1—a?)s,, ,

dy = adpy+(1—a)d++/(1-a?)d,_,

Ty = Tp_1+ Sp—1C08d,_q

Yn = Yn—1 + Sp—1 sin dn—l

where s,, and d,, are the next speed and direction at time interval n; x,, and y,, are the
next x and y coordinate of the node’s position; 5 and d are constants representing the
mean value of speed and direction as n — o005 s,, , and d,, , are random variables
from a Gaussian distribution; «, where 0 < « < 1, is the tuning parameter. If
a =0, s, dy, T,, and y, become totally random values (i.e. Brownian motion). If
«a =1, since s, = s,,_1, and d,, = d,,_1, linear motion is obtained. Thus, the model
can adjust the level of randomness via a.

Finally, Probabilistic Version of Random Walk Mobility Model utilizes a
probability matrix to determine the position of a MN in the next time step. There
are three states used in the matrix. State 0 represents the current (x or y) position,
state 1 represents the previous position, and state 2 represents the next position if

the node continues to move in the same direction. The probability matrix is:

where each entry P(a,b) represents the probability that an MN will go from one state
a to state b. The main advantage is that we can produce probabilistic movements
of MNs by adjusting the probability matrix. However, choosing appropriate values

of P(a,b) may prove difficult.



None of the mobility models mentioned above are suitable for simulation
of urban mesh networks because first, the models do not even consider real city
area, and second, they do not generate realistic node movements in terms of urban
environments. If someone uses one of these models in an urban area, it is easy to
imagine that people try to pass through walls and cars leave the roads or drive into

rivers.

2.2 Graph-based Mobility Models

In this model, MNs can only move along the predefined graph including
vertexes and arcs generated based on a real city map. City Section, Freeway, Man-
hattan, Obstacle, and Graph-based Mobility Models belong to this category [7], [8],
[9], [10].

In the City Section Mobility Model, the modeled area is a street network that
represents a section of a city. All MNs must follow predefined paths and behavior
guidelines (e.g. traffic laws). Without regard to obstacles and traffic regulations,
MNs do not have the ability to roam freely in the real world. Each MN begins
the simulation at a defined point on some street, and then randomly chooses a
destination which is also predefined by a point on some street. The node travels
to a destination through the shortest path between two points. The speed is based
on the speed limits on the streets. Upon reaching the destination, the node pauses
for a specified time, then chooses another destination and repeats the process. This
model, as well as the rest of the graph-based models discussed here, does not account
for traffic lights or congestion. That is, nodes are allowed to drive through each
other.

In Freeway and Manhattan Mobility Models, freeway and Manhattan maps
are used. The freeway map consists of several freeways, and each has lanes in both
directions. The Manhattan map consists of a number of horizontal and vertical

streets forming a grid, and each street has two lanes in each direction. At an



intersection of a horizontal and a vertical street, the node can turn left with the
probability of 0.25, right with 0.25, and go straight with 0.5. The Freeway model
does not allow a node to change the lane it is driving in, while the Manhattan model
gives a node some freedom to change its direction. Like the City Section Model,
these models do not account for inter-node and intra-node relationships in both
models. However, these models do not enforce node speed limits.

Obstacle Mobility Model allows a user to define the positions of obstacles
(e.g. buildings). The movement graph, which is a set of pathways along which
the mobile nodes move, is defined by the Voronoi Diagram of the obstacle corners.
This model uses the shortest path routing policy to move the nodes between two
locations in the movement graph. The algorithm of movements of MNs is based on
Random Waypoint Mobility Model. An important distinction between this model
and City Section model is that the City Section can consider a real city. The
Manhattan model considers a idealized city that has a perfect grid layout. However,
the Obstacle Mobility Model places buildings at random locations, hence blocks do
not exist and streets are never straight.

In Graph-based Mobility Model, a graph consists of vertices and edges. The
vertices represent locations (e.g. theater, city hall, church, etc.) that MNs visit.
The edges model the connections between these locations. Because one vertex is
just one building, it may scarcely reflect real-world terrains. Each MN is initialized
at a random vertex in the graph. The algorithm of movements of MNs is based on
Random Waypoint Mobility Model.

Although the predefined graph is more or less based on a real map, all the
mobility models mentioned in this section still use Random Waypoint or Random
Walk Mobility Model as the algorithm of movements of MNs (with the restriction

that nodes must remain on the graph), and hence the models are not realistic.

10



2.3 GEMM

One of the most detailed mobility models is GEMM [11]. GEMM is an
activity-based and agent-based model where several factors impact the mobility
of the node. For example, GEMM includes attraction points as well as habits to
influence the mobility. A notable drawback of this work is that realistic values
of the model parameters are not known. However, our mobility model, which is
called UDel mobility model and integrates graph-based, group, activity-based, and
agent-based mobility models, is based on proven approaches, and, perhaps more
importantly, uses parameters that are verified through observation. Therefore, the
user will not be burdened or even justified in arbitrarily setting parameters. Rather,
the goal is to develop a few parameter choices such as the map and the time of day

(e.g., morning rush hour). Of course to allow exploration, parameter settings can

be modified as desired.

2.4 Group Mobility Models

In ad hoc networks, there are many situations where it is necessary to model
the behavior of MNs as they move together (e.g. emergency response team, rescue
party, a platoon of soldiers, etc.). In this section, Exponential Correlated Random,
Column, Nomadic Community, Pursue, and Reference Point Group Mobility Mod-
els as group mobility models are explained [7]. Exponential Correlated Random
Mobility Model is one of the first group mobility models. In this model, a motion
function is used to create MN movements. Given a position at time ¢, ?(t) is used

—_
to define the next position at time ¢t + 1, b (¢t + 1):

b(t+1) = b(t)e ™ + (o\/1— (e 7)2)r

where 7 adjusts the rate of change from the node’s previous location to its new

location and r is a random Gaussian variable with variance o.
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Column Mobility Model represents a set of MNs that move around a given
reference grid forming a column of MNs and consisting of reference points for each
node, which is moving in a forward direction. An initial reference grid is defined and
then each node is placed in relation to its reference point in the reference grid. Each
node is allowed to move randomly around its reference point. The new reference

point for a given node is defined as:
new_reference point = old_reference point + advance wvector

where advance _vector is a predefined offset that is computed via a random distance
and a random angle. The predefined offset moves the reference grid. An example
of this model is a row of soldiers marching together towards the enemy.

Nomadic Community Mobility Model represents groups of MNs that move
together from one point to another. In this model, each node roams around a given
reference point. When the point of reference changes, all nodes in the group drift
to the new area defined by the reference point and then begin roaming around it
again. The difference between Column and Nomadic Community Model is that the
nodes in Column Models share a common reference point. An example is a class of
students touring an art museum.

Pursue Mobility Model represents a group of MNs tracking a certain target.

The new position is defined as:
new_ position=old_ position+acceleration(target - old_ position)+random_ vector

where acceleration(target - old_ position) is the acceleration function to pursue the
target appropriately and random_vector is a random offset for each MN. An example
of this model is police officers attempting to catch an escaped criminal.

Reference Point Group Mobility (RPGM) model represents group movements
via a logical center within a group and group motion vector W . There are reference

points whose numbers correspond the number of MNs in a group. A logical center

12



decides the next reference points of group motion by using group motion vector. A
new reference point for each MN in the group is then calculated by its old reference
point plus GM. Anew position for each MN is then calculated by summing a random
motion vector, R—.M , with the new reference point. W is predefined according to
the objectives of group mobility. The length of RM is uniformly distributed within a
specified radius centered at reference point and its direction is uniformly distributed
between 0 and 27. An example of this model is a team consisting of human and dog

responding to avalanche rescue.

2.5 Mobility models from other disciplines

Within disciplines such as urban planning, architecture, transportation engi-
neering, and sociology, mobility modeling is a mature field with early efforts dating
back nearly fifty years. Much of the previous work in mobility can be classified into
flow based [12], [13], [14], [15], [16], mesoscopic [17], [18], cellular automata [19],
[20], [21], agent-based [22], [23], [24], [25], [26], [27], and activity-based methods
28], [29], [30], [31]. Flow-based methods do not model individual mobile nodes, but
the density of nodes in continuous flows. Mesoscopic models aggregate nodes into
groups. Cellular automata cellulates space and model the node density in each cell.
Since mobility modeling in MANETS requires each node to be modeled individually,
these three methods are not appropriate for our needs. However, agent-based and
activity-based methods model each node individually. Agent-based models dictate
that the nodes follow simple rules, perhaps with some random decisions and with
interactions between other nodes and the surroundings (e.g., nodes avoid colliding
with other nodes and buildings). Activity-based models define a specific list or
schedule of activities that each node performs (e.g., go to work, go to restaurant).
Typically, activity-based models incorporate agent-based models since the tasks are
performed by agents. More exactly, the activity model determines a task, and then

the agent model performs the task.
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Realistic city graph and mobility models are keys to simulate realistic mesh
networks in urban environments. To this end, it should be noted that realistic
city graph must be drawn from real maps or from GIS information, and likewise,
realistic mobility models must be derived from extensive research areas dealing with
movements of people and vehicles so that many proven statistics, distributions, and

parameters can be used in simulation.
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Chapter 3

OVERVIEW OF MANET SIMULATION

3.1 Overview of Simulation

We have developed a realistic mobility and channel models. Figure 3.1 shows
an overview of the steps for simulation. In Figure 3.1, five tools (i.e. Map builder,
Process map data, Mobility simulator, Channel simulatorl, and Channel simulator2)
were implemented by our group. All tools are related to each other. The goal of
those tools is to generate realistic mobility trace and corresponding pathloss trace
data which are supported by QualNet simulator [32].

In this overview, I have contributed to parts of Process map data and Mobility

simulator, and this thesis mainly focuses on those parts.

3.2 Map Builder

Based on real map or GIS datasets, a map builder draws realistic city graphs
and generates map data that will be used in Process map data and Channel sim-
ulatorl. For a building, there are seven building types, which are office, residence,
store, office/store, residence/store, subway entrance, and parking lot. The map
builder manually specifies one of the building types to each building. For an inter-
section, there are two intersection types, which are traffic light and normal. For a
pathway, it can be roadway or a sidewalk. For each pathway the number of vehicle
lanes and sidewalk lanes, if any, must be specified. Figure 3.2 gives some examples

generated by Map builder.

15



real city map, GIS datasets

v

Map builder
map data
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Process map data Channel simulator]
processed map data pathloss matrix
A4 Lk 2
Mobility simulator Channel simulator2

mobility trace data pathloss trace data

¥ h 4

QualNet
iany statistical data

Analyze the data and get the result

Figure 3.1: Overview of projects

Figure 3.2: Example cities. Circles are intersections, lines are pathways, rectangles
are buildings and red antenna shape is one of base station or fixed
relay. Left : University of Delaware ( size : 1421m by 1402m ) Center
: Paddington, London ( size : 900m by 800m ) Right : Chicago ( size
: 3200m by 2800m )
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Figure 3.3: Locations in different types of buildings. Locations are marked with
a circle while arcs are indicated by thin lines. The thick lines denote
walls. The apartment building shown has four apartments each with
five rooms. Size of the rooms is approximately constant. While larger

buildings can accommodate more rooms

3.3 Process Map Data

This makes a city graph that consists of many vertices and arcs, and only

along them can the MNs move (hence this is similar to a graph-based mobility

model). A vertex can be the location of office, residence, restaurant, store, hallway,

sidewalk, road, traffic light, and door. An arc can be hallway, walkway, sidewalk,

crosswalk, and roadway. In the building, each location has route information to

the door, and each door has route information to the other doors in the manner of

shortest path. By using this route information, in a mobility simulator each MN

can reach its destination at a certain location without computing the shortest path

repeatedly.

According to building types, the interior layout is automatically generated.

Figure 3.3 shows the interior layout [33]. If the building type is residence/store,
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Figure 3.4: Process of pathway and intersection. Left : Map drawn by map build-
ing. Right : Process map data program figures out all vertices and
arcs based on map data

stores or restaurants will be on the first floor and residences will be placed above
the first floor.

One of the difficulties is to determine the locations of sidewalks, crosswalks
and roadways from pathway and intersection information in the map data generated
by Map builder. Figure 3.4 shows one of many cases in Map building.

In order to disallow nodes from passing through each other, a node can only
pass another node if they are in different lanes. Sidewalks, crosswalks, roadways,
and hallways have user defined number of lanes. However, at some locations, extra
lanes are added. For example, at a crosswalk such as the one shown in Figure 3.4
has 16 lanes because many people crowd around the edge of the crosswalk (waiting

for the green light) and in crosswalk.

18



» UDEL MOBILITY MODEL

Time: 46800

Figure 3.5: Paddington city with normal view.

3.4 Mobility Simulator

By simply loading all graph and routing information from processed map
data, the mobility simulator can only focus on mobility simulation, so it can achieve
fast mobility simulation.

Figure 3.5, 3.6 show the Paddington city drawn by Open GL. MNs move along
the graph shown in Figure 3.6 according to mobility models that will be discussed in
Chapter 4. For each node, the complete movements are recorded during simulation.
At the end of simulation, the mobility simulator generates mobility trace data for

all nodes.
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Figure 3.6: Paddington city with showing all vertexes and arcs. Yellow rectangle
is an office location, white one is residence or roadway location, green
is a hallway, purple is sidewalk, gray is a store, red is a door, and pale
green is a restaurant.
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3.5 Channel Simulatorl

In the outdoors, reflection, transmission, and diffraction in 3 dimensions are
modeled, while indoors, the attenuation factor models are considered [34]. The 2-
D space is divided into a grid. Each square of the grid is called a floor-tile. To
reduce computing power, only floor-tiles along the sidewalks, roadways, hallways,
and crosswalks are considered. Through beam tracing technique in [34], pathloss of
each floor-tile to all floor-tiles are computed. Since enormous computing power is
needed to make the whole pathloss matrix, we developed a master-slave program.
The objective of the master-slave program is to process a huge amount of work using
many computers. The master computer generates many tasks and gives them to
slave computers. Slaves get the tasks from master, and perform their work based on
the received tasks, then send results back to the master or servers. While it takes

several days to obtain pathloss matrix, this process is only needed once.

3.6 Channel Simulator2

For a particular mobility scenario traced by mobility simulator, this generates
pathloss of each node to all other nodes per second by looking up the pathloss matrix,
because we know the positions of all nodes per second from mobility trace data.

Figure 3.7 and 3.8 shows an example of pathloss [35].
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Figure 3.7: Path Loss from outdoors. The dark red indicates low path loss (high
signal strength). The yellow indicates higher path loss and black in-
dicates path loss over 100dB. The buildings are shown with a white
outline on the left and a blue outline on the right [35].

] L] [ ]

Figure 3.8: Path Loss from Inside a Building. The building is indicated with the
white outline. The transmitter is on the first floor of the building.
The figure on the left shows the loss on the first floor of the building
as well as in the area around the building. The middle and far right
plots shows the path loss on the second floors and third floors as well
as in the area around the building [35].
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Chapter 4

REALISTIC MOBILITY MODELING

4.1 Introduction

Mobility model is based on three mature research areas, urban planning [36],
[37], meeting analysis [38], and use of time [39]. The resulting model is a three layer
hierarchical model. The top layer is the activity model that determines the high-
level types of activities as well as the time when people start and end the activities,
and the location where the activity is performed. The data used to develop this
model is from the recent US Bureau of Labor Statistics (BLS) use of time study
[40]. This study includes interviews with roughly 20,000 people. Furthermore, the
BLS determined weightings to account for over sampling of some types of people
(e.g., unemployed people tend to be at home at the time of the interview call and
tend to be over sampled). Hence, the significance of the study is more than that
the 20,000 were actually interviewed. This study collected detailed data on the
interviewee’s day, and included the times that activities were started and stopped,
where the activities were performed, and for what reason the activity was performed.

The second layer of the pedestrian mobility model is the task model. While
performing a particular activity, a person may carry out many tasks. For example,
the model discussed here focuses on office workers. While such nodes are perform-
ing a activity, there are two possible tasks, namely, working at their desk, and
meeting with other workers. The basis of this part of the mobility model is sev-

eral seminal studies of worker meetings performed within the management research
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community (see [38] and references therein). This part of the model makes it pos-
sible to determine how nodes move within a building and how nodes are clustered
within buildings. Mobility within buildings is important if nets utilize relaying by
mobile nodes. For example, an outdoor network such as Philadelphia’s can greatly
increase its indoor coverage if mobile nodes can act as relays [41]. To determine the
performance of such relaying, the mobility of indoor nodes must be modeled.

The third layer of the mobility model is the agent model. Such agent models
have been investigated within the architecture community, and define how nodes
navigate walkways to their desired destinations. This model is based on urban
planning research, especially the seminal work of Pushkarev and Zupan [36] as well
as several other pedestrian mobility studies. A key feature of this part of the mobility
model is that it realistically models how nodes form clusters or platoons. Such
clusters are important since the proximity of nodes to other nodes plays an important

role in the performance of mesh networks.

4.2 Activity Model
4.2.1 Pedestrian Activity Model

This part of the mobility model is based on the US Bureau of Labor Statistics
2003 time-use study [40]. This study identifies a large number of activities. We
focus on those activities that indicate location and group activities together that are
performed in the same location (e.g., all activities performed at home are grouped
together into the at home activity). While the BLS study also collected coarse
location information, both activity and location information were used to determine
the location used in the modeling effort. We focus on eight types of activities:
working, eating not at work, shopping, at home, receiving professional services,
exercise, relaxing, and dropping off someone. Note that since we focus on location
and mobility, eating at work is counted as work. Eating not at work includes eating

at a restaurant and buying food somewhere besides at work. Shopping includes all
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types of shopping except buying food. Receiving professional services ranges from
things such as getting medical attention to receiving household management and
maintenance services not performed at home.

During the simulation initialization, each node is given an office and home.
It is assumed that work is done within the building where the node’s office is (work
done at home is included in the at home activity). Eating is done at a restaurant
(eating at home is included in at home activity). Shopping is done at one of many
stores. Receiving professional service is done at an office that is not the node’s
office. Our current model does not specify a location for relaxing and dropping
some one off. Dropping someone off includes meeting children at school and taking
them home. For the purpose of mobility modeling, we model such activities as a
trip home followed by a trip to an office location. The node remains at the office
location until the drop off activity if complete. The relaxing activity is modeled as
going to an office location (much like receiving professional service).

This model effort focuses on the work day which consists of being at home,
going to work, working, and perhaps taking a break and returning to work and then
leaving work and returning home. The model ignores activities before and after
work. Future work will include the rest of the day.

For each person, the following steps are taken to determine the activities that

they perform.

1. Select a home and office.
2. Determine the arrival time at work.
3. Determine the duration at work.

4. Determine if a break from work is taken. (The next 5 steps assume a break is

taken.)
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5. Determine the time the break starts.

6. Determine the number of activities performed during a break
7. Determine which activities are performed during the break.
8. Determine the duration of each activity.

9. Determine the arrival time back at work and determine if a break is taken

again. If so, steps 5-9 are repeated.

Selection of home and office An office for each node is selected at random.
Once an office is selected, a home is selected that is nearby the office. Specifically,
a home is selected so that the distance from the home to the office matches the
distribution shown in figure 4.6. This distribution is based on walking distances
observed by Pushkarev and Zupan. The model also allows for nodes not to walk
to work, but to arrive via the subway or car. Such nodes do not take breaks that
involve going home. According to the BLS data, 90% of the people drive to work,
5% walk to work, the remaining 5% take other forms of transportation including
subway, bus, and other forms of transportation to work. These parameters can be
altered for the simulation of European cities that have significantly fewer people
driving to work.

Arrival time at work Figure 4.1 shows the complementary cumulative
distribution function (CCDF) of the time of arrival at work. The observed values
were fitted with a mixture of exponential and Gaussian distribution. Specifically,
with probability of 0.552, the time of arrival is normally distributed with mean
7:46 and standard deviation of 45 minutes. With probability (1 — 0.552), the time
of arrival is exponentially distributed with the mean time of arrival 12:00. The
exponential distribution is shifted so that the minimum earliest time of arrival in
this case is 5AM. The normal distribution is truncated so that no arrivals occur

before 5AM.
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Table 4.1: Duration at work model parameters
time « L o m
<8AM 091 8:09 1:06 9:50
8-9 0.85 749 0:56 8:52
9-10 0.81 T7:16 1:17 5:52
10-11 1.0 711 2:16 -
11-12 0.70 7:16 2:11 5:00
12-1 1.0 6:19 2:40 -
1-3 0.5 733 0:55 4:31
3-6 0.83 6:18 1:55 2:07
>6 1.0 4:30 2:26 -

Duration at work Figure 4.2 shows the CCDF of the duration at work for
people that arrive at work between 7 and 8 am and for those that arrive between 10
and 11 am. These distributions and those for other arrival times at work were fitted
with a mixture of a normal random variable and an exponential random variable.
These distributions have four parameters, «, the probability of selecting the normal
distribution, ; and o the mean and the standard deviation of the normal distribution
and m, the mean of the exponential distribution. Table 4.1 shows the value of these
parameters for the different arrival times at work. Surprisingly, while the model is
simple, the fit shown in figure 4.2 is a typical quality of fit throughout the day. On
the other hand, from Figure 4.1 it can be seen that the most important distribution
is that for nodes arriving between 7 and 8 am.

Whether a break is taken The probability of whether a break is taken
depends on the time of arrival at work. Note that if a break is not taken, the person

may still eat lunch, but they do not leave the building. We fit the probability of
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Figure 4.1: Left. Complimentary cumulative distribution function (CCDF) of the
time of arrival at work. Right. The probability of taking a break given
the arrival time at work. This includes arrivals after a break.
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Figure 4.2: The CCDF of the duration at work for two different arrival times at
work.
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taking a break given the time of arrival with a piece-wise linear function.

P (taking a break|arrival time at work = t)
( 0.35 for t < 6.5

0.86 (£ — 6.5) + 0.35 for 6.5 < ¢ < 10
= 0.17 (t — 10) — 0.65 for 10 < ¢ < 13
0.056 (t — 13) + 0.15 for 13 < t < 17.5

—0.08 (t — 17.50) + 0.4 for ¢ > 17.5

Note that this equation uses fraction of hours past midnight, not hours and minutes.
This model and the observed probability is shown in Figure 4.1.

The time the break is started Clearly one cannot go on a break before
they arrive at work. However, once they arrive at work, the rate that a person
goes on a break does not depend on how long they have been at work. Figure 4.3
shows this rate conditioned on the person arriving at work one hour earlier, two
hours earlier, and unconditionally. It can be seen that the duration at work has
only a minor impact of the time to take a break and that this difference is within
the confidence intervals. Thus, we assume that the rate of going on a break is
independent of arrival time, assuming that the node has already arrived at work.
The rate that a person takes a break is approximated by

r(t) =
' 0.004 for ¢ < 10.5
0.006 x exp (—1.7 (12 —¢)) for 10.5 < 12
0.006 x exp (—0.6 (t —12)) for 12 <t <14 .
0.0058 x exp (—0.3 (5 — 1)) for 14 <¢ <18
0.0058 for ¢ > 18

\

By rate of taking a break, we mean that the probability that a node will take a
break within the time interval from ¢y to ¢; is (1 — o) ft';l r(7)dr. The observed

rate and fit is shown in Figure 4.3.
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Number of activities performed during a break Figure 4.4 shows the
probability of performing different numbers of activities during a break. We see that
over the course of the day, the number of activities performed varies. However, the
variation is small, and hence we take the probability to be independent of the time
of day.

Which activities are performed during a break The types of activities
performed during a break strongly depend on the number of activities to be per-
formed. Figure 4.4 shows the fraction of breaks that include the indicated activity.
Note that if more than one activity is performed, the fractions sum to more than
one.

The duration of activities The time spent performing an activity depends
on the type of activity. Figure 4.5 shows the CCDF of the duration of three activities.
The distribution of the duration of eating shows a jump at 1 hour. Smaller jumps
are noticeable in the distribution of other activities. The duration of these and the
other activities are modeled as a mixture of an exponentially distributed random
variable conditioned on the duration being larger than a minimum duration along
with deterministic duration of one hour. Thus, the distribution of the duration of
each activity has three parameters, y, the mean of the exponential distribution, d,
the minimum duration, and p, the probability of the duration lasting exactly one
hour. Table 4.2 shows the value of the model parameters for the different activities
considered.

Once the activity has been selected, the location of the activity must be
determined. Specifically, eating requires selecting a restaurant, exercising requires
selecting a gym, getting professional service requires selecting an office location,
shopping requires selecting a store, dropping someone off requires selecting an office
location to drop them off at.

We assume that people walk to the location that is required to perform
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Figure 4.3:

Table 4.2: Duration of activity model parameters

activity 1 d P
eat 0:31 0:20 0.18
shop 0:28 0:20 0.03

at home 1:00 0:20 0.12
professional 0:44 0:10 0.04
exercise 0:35 0:20 O

relax 0:27 0:15 0.01
drop-off 0:19 0:10 0.02

-3

10 ; ‘
)
L — observed A
fixed for one hour /
| — fixed for two hours )

[ — fitted ’~ [N 1

\ N s

Rate of taking breaks (fraction of people)

00 10:00 12:00 14:00_|__ 16:00 18:00 20:00 22:00
ime

The rate that a person takes a break and leaves work given the current
time. Also shown are the rates conditioned on the person being at work
for at least one and two hours. These rates are within the confidence
intervals that are also shown. Finally, the fitted rate is also shown.
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Figure 4.4: Left: the number of activities done during a break conditioned on
the time that the break is started. Right: the fraction of time that
a break includes the indicated activity given the number of activities
performed within the break.
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Figure 4.5: CCDF of the duration of eat, shop, and at home activities.
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Figure 4.6: CCDF of Distance Traveled During Outdoor Walking Trips. This data
is from [36].

the activity. Future work will include the case where people take other forms of
transportation. Pushkarev and Zupan [36] observed the distribution of the distance
that pedestrians walk (see Figure 4.6). We see that the distance is well modeled by
an exponential distribution with means 554 m, 380 m, 403 m, 344 m, 813 m, and 216
m for Manhattan from office buildings, Manhattan from residences, Chicago, Seattle,
London and Edmonton respectively. We see that the US cities have approximately
the same mean. Thus, we select a location of the correct type (e.g., a store for
shopping) at random such that the walking distance is exponentially distributed
with mean 400 m.

Groups of pedestrians play an important role in platooning [36]. Again, there
is little data on the frequency of groups. However, we have made observations of
over 500 pedestrians in an urban street and found the number of pedestrians within
a group is well modeled with the Zipf distribution with shape parameter of 2.18,

2.18

i.e., P (Group size > g) = 1/¢*'®. We allow groups of nodes to congregate in an
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office and then proceed to a destination. While in transit the nodes walk abreast
of each other unless there are on-coming nodes or the sidewalk cannot support all
nodes in the group. In such cases, some nodes will follow behind. The speeds to the
group members is forced to be the same and the nodes cross intersections with the

grouping intact. The dynamics of groups acts to block other nodes from passing as

observed by [36]

4.2.2 Vehicle Activity Model

Traffic simulators such as CORSIM [42] allow vehicle trips to be generated in
two ways, with orgin-destination (O-D) flow matrices or with turning probabilities.
With O-D matrices, the rate at which vehicles enter the simulated region at a
origin O and proceed to the destination D is given by the O, D element of the O-
D matrix. If only turning probabilities are used, vehicles enter the modeled area
at one of a preselected locations and proceed until the vehicle arrives at any exit
location (often at the edge of the modeled area). At each intersection, vehicles turn
or go straight according to the turning probabilities assigned to that intersection.
O-D matrices yield a more accurate simulation, however, accurate O-D matrix are
difficult to determine, whereas turning probabilities can be determined by simply
counting vehicles turning at each intersection. Thus, both approaches are used for
urban traffic engineering.

Drawbacks of turning probabilities are that vehicles might travel in long loops
or meander through the city for extended periods of time. However, since turning
probabilities are quite small (often they are in the range of 0.3 to 0.1 [43]) such
unrealistic behavior is rare; most trips proceed through the city with only a few
turns. Our simulator currently uses homogeneous turning probabilities. Exit and
entry points are defined by the map as described in Section 3.2.

To model the rate that vehicles enter the city, we borrow urban traffic models

for "upstream" lights (i.e., the traffic that exits a light upstream of the light under
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investigation). The upstream traffic is from two sources, vehicles that pass through
the green light and go straight, and vehicles that turn on to the street. Following
[44], it is sufficient to assume that the number of vehicles that enter is Poisson with

mean
AVehicleStartRate X Signal Period x (1 — prob_turning)

4.1
Number of Entering Roads (4.1)

assuming that the number does not exceed the number that can pass through an
intersection during a single green light. These vehicles enter at periodic moments
with periods equal to the traffic signal period. Furthermore, the number of turning
vehicles into the road that leads to the modeled area is Poisson process, but with

rate
/\Vehz'cleStartRate X prob_turnmg
Number of Entering Roads

(4.2)

Hence, the total average rate that vehicles enter the city is AvepiciestartRate- Lhe

realistic values of AvenicieStartrate are not found in the literature.

4.3 Task Model

Some activities consist of a single task. For example, eating consists of going
to a restaurant. However, shopping and working consist of multiple tasks. We model
shopping as a simple random walk inside the store. However, work is modeled in
a more complicated manner that focuses on modeling meetings. Specifically, [38],
[45], [46] have collected data on the frequency, size, and durations of meetings; [45]
includes two person meetings. These studies allow the model to include worker
interactions. Thus, we model mobility while at work as a sequence of meetings
followed by working in the node’s office. This process repeats until the work activity
is complete.

More specifically, meetings are simulated as follows. The time between meet-
ings is assumed to be exponentially distributed. When a meeting begins, a random

number of people is selected to attend the meeting. Based on the number of people
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Table 4.3: Meetings model parameters
meeting size mean duration prob.

2 21 (min) 0.65
3 19 0.12
4 o7 0.04
5 114 0.02
6 37 0.04
7 20 0.03
8 150 0.01
9 75 0.02
10 150 0.01
15 30 0.025
20 30 0.025

attending, the duration of the meeting is determined. The duration is assumed to
be exponentially distributed.

The model parameters of the model are the mean time between meetings, the
distribution of the size of meetings, and the relationship between number of meeting
participants and the mean meeting duration. These parameters are determined from
[38], [45], [46] . Specifically, the mean time between meetings is 18 minutes while

Table 4.3 gives the remaining of the model parameters.

4.4 Agent Model - Node Dynamics and Interactions

Since the pioneering work of Pushkarev and Zupan [36], it has been known
that pedestrians are not uniformly distributed but tend to be grouped into clusters
or, in the terminology of urban planning, platoons. Since the distribution of nodes
plays an important role in the performance of mesh networks, the mobility must
also model platoons. This part of the model is known as the agent model and is
responsible for determining the trajectory of the node as it moves from one location
to the next. In our simulator, nodes take the shortest path, hence path finding
is not an important part of the agent model. Rather, the agent model focuses on

the dynamics and interaction between moving people. More specifically, the agent
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model consists of enforcing a distance-speed relationship between nodes and lane
changing rules. These are discussed in the next two sections. In Chapter 7, the
model is validated by comparing the size of platoons created by the model to those

observed by Pushkarev and Zupan.

4.4.1 Inter-node Speed-Distance Relationship

When a node with a higher desired speed catches up to a slower moving
node, it will either follow or pass. To understand the dynamics of catching up,
it is necessary to understand the distance-speed relationship. The impact of this
relationship is that nodes will be tightly packed (i.e. high density) if their speed is
low (congestion), but if the speed is higher, then the nodes must be further apart (low
density). Since the density of nodes plays an important role in the performance of
mesh networks, the distance-speed relationship must be understood and realistically
modeled. For vehicles, the distance-speed relationship, which we denote as D (S) , is
closely related to the "two-second rule" that specifies that a following vehicle should
not be closer than two seconds behind the vehicle it follows. For both vehicles and
pedestrians, these relationships have been extensively studied.

The distance-speed relationship for pedestrian is studied in [47] and [48].
Figure 4.7 shows the distance-speed relationship derived from these observations!.

We approximate this relationship with
D (S) = S"Dpin/ (1.08 x S* —5) (4.3)

where D, is the minimum distance between people without touching and S* is the
desired speed of the pedestrian. D, was found to be at least 0.35m [36].
In the case of vehicles, the distance-speed relationship depends on weather

conditions (e.g., dry vs wet road), on the traffic regime, and the recent traffic regime

! The plot shown is based on area-speed relationships with the assumption of 0.75
meter of lateral space between people as found by Oeding [49].
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Figure 4.7: Left: Distance-Speed Relationship for Pedestrians. The mixed urban
pedestrian data is adapted from [47] and the student observations are
adapted from [48]. Right: CDF of the ratio of observed speeds to
speed limit and the CDF of a fitted Gaussian distribution.

history [50], [51]. While factors such as recent traffic regime history are important
in highway traffic, we focus only on the more simple urban street traffic and use
the speed-distance relationships observed at low speeds which such factors are less
noticeable [51]. While D (S) is not exactly linear, it is often modeled as linear,
specifically,

D(S)=a+p3S (4.4)

In [50], (o, B) were found to be (1.78,10.0) and (1.45,7.8) in dry conditions and
(0.415,8.3) and (0.230,6.0) in wet conditions. Here, and throughout the next sec-
tions distances are in meters and speeds are in meters/sec. These values of o and 3
are in agreement with the observations presented in [51] and [52].

It has been found that speeds desired by pedestrian are approximately Gaussian
with mean 1.34 m/s and standard deviation 0.26 [53], [54], [55]. For vehicles, the
ratio of the vehicle’s speed to the speed limit presented in [56] can be modeled as

Gaussian with mean 0.78 and standard deviation 0.26 (see Figure 4.7).
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4.4.2 Lane changing

While traffic lights are an important cause of platooning, lane changing also
plays an important role [36]. A nodes will certainly not pass if there is no room
(e.g., if the other lanes are full). Even if there is room, both pedestrian and vehicle
nodes might not pass out of choice, or select to slow down and follow the node ahead
[57]. Such decisions lead to platooning.

Lane changes are grouped into two categories, discretionary and mandatory.
The later category results when the node’s current lane ends or is blocked by a fixed
obstruction, or the route to the destination requires changing lanes (e.g., to exit or
make a turn). For MANET simulation, the dynamics of mandatory lane changes
can be ignored since the exact moment when the node does change lanes will not
have a significant impact of the distribution of nodes and will only have a minor
impact on position (and hence a minor impact on signal propagation to and form
the node).

Since discretionary lane changing is related to platooning, it must be included
in MANET mobility simulation. Discretionary lane changing depends on the dif-
ference between the speed that results from not changing lanes and the speed that
could be achieved if a lane was changed as well as on other factors such as the
presence of large vehicles [58]. We focus only on the speed aspects of discretionary
lane changing.

In [58], the probability of changing lanes was modeled as
P (desire to change lanes) =1/ (1 +exp (A + B (Vi — V™)) (4.5)

where V is the speed that the node would achieve if it remains in the current lane and
V* is the speed that would be achieved if the node changes lanes. Since speeds may
show short-term variation, instantaneous determinations of V, and V* lead to erratic
behavior. Instead, letting v denote the node that is considering changing lanes, we

define V, to be the average speed of all nodes between v and the next intersection,
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and V* to be the minimum of the desired speed of v and the average speed of the
nodes in the target lane that would be between v and the next intersection.

According to the findings of [58], if a node catches up to another node and
there is room, it will change lanes 50% of the time when the speed difference is V,—V*
is zero. Furthermore, when the speed difference reaches one standard deviation of the
node’s speed distribution and there is room, the node will change lanes 66% of the
time. To mimic this behavior at the slower speeds of urban vehicles and pedestrians,
we set Avenicie = —0.225, Byenicie = 0.1, Apedestrian = —0.225, and Bpedestrian = 1.7.
While the Highway Capacity Manual suggests that pedestrian mobility is similar to
vehicle mobility, it is not clear that the same model for making passing decisions can
be used (albeit with scaled parameters). We examine the impact of these parameters
in Chapter 7 and find that they do result in platooning that has been observed.

Other dynamics of lane changing include the selection of an acceptable gap
between cars to change lanes into. It is not clear what the benefit of precise dynamics
of gap acceptance would be for MANET simulation. Hence, we simply allow nodes
to change lanes if changing lanes would not greatly disrupt the nodes in the target
lane.

Since sidewalks are bidirectional, pedestrians may change into left-hand lanes
and block on-coming pedestrians. Thus, we force all pedestrians that are in left-
hand lanes to immediately change to a right-hand lane when confronted with an
on-coming pedestrian. Furthermore, a pedestrian does not change into a left-hand
lane unless there are no on-coming pedestrians from the pedestrian’s position to the

next intersection.
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Chapter 5

MOBILITY SIMULATOR DESIGN

5.1 Introduction

Simulation is the technique of imitating the behavior of a real system [5]. In
mobility simulation, the real system is the movements of real people and vehicles.
By adequately understanding and thoroughly analyzing the phenomenon of the real
system, we derive statistics, parameters, and models related to the real system as
done in Chapter 4. By applying those at an appropriate moment during simulation,
we can obtain the similar behavior of a real system.

Discrete event simulation (DES) is one way of allowing us to apply derived
statistics, parameters, and models to simulation. At first, we investigate necessary
events from the real system so that models can be applied at the proper moment.
Whenever these events occur in the simulation, models are applied to simulation
and a new event that will occur in the near future is computed and is inserted into
event list in order by event occurring time. The discrete sequence of simulation time
is determined by the event occurring time of each element of event list.

There are two types of DES : one is simple DES and the other is DES with

reschedule. The routine of simple DES is as follows.

1. Make initial event for each mobile node.
2. Insert initial event to event list.

3. Get next event from event list.
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Figure 5.1: Hierarchical design

4. Process the event and generate new event(s).
5. Insert new event(s).

6. Repeat step 3.

The routine of DES with reschedule is the same as simple DES except for
step 5 which should be replaced as Insert new events(s) or reschedule the event(s)
already in event list (i.e. eliminate the existing event(s) and insert new event(s)).

Mobility simulator is based on DES with reschedule.

5.2 Implementation Methodology

Figure 5.1 shows how models derived in section 3 are applied to simulation.
As described in the previous chapter, according to time of day, each node has its
own list of activities (e.g. home, work, eat, work, and home). Furthermore, each

activity has a series of tasks. For example, work activity will be made up of a series
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of “working at home office” and “meeting” task. The implementation makes each
task into legs. We use the term leg since these are legs of the node’s journey. A leg
always have a start and end vertices as well as start time and end time. In the case
that the leg has the same starting and ending vertex, we call the leg a waiting leg.
Otherwise, the leg is a mobile leg.

Along a leg, there is a sequence of points and times (PAT). Each PAT entry
is similar to a leg, it has starting and ending points and starting and ending times.
However, the starting and ending points are within the leg. Each PAT entry holds
the information of when a node is moving with a constant velocity. Thus, if a node
begins a leg, but at the midpoint of the leg runs into heavy traffic and it forced to
stop, and then, after the traffic has subsided, begins moving again to the leg end
point, then the leg would have three PAT entries (two mobile PAT entries and one
waiting entry). A generalization of the PAT would allow the node’s acceleration to

be constant during a PAT entry. However, this was not yet implemented.

5.3 Discrete Events
While each PAT represents a period of constant velocity, the reason for the
change in velocity may vary. These reasons for changing velocity make up the events

that must be simulated. There are six types of events used:

e REACH_ EOS - a node reaches the end of arc.

e CATCH UP - a faster moving node catches up to a slower moving or sta-

tionary node.
o EXIT FIFO — a node is ready to enter a new arc.

e START UP - a stationary node begins to move after catching up to a sta-

tionary node.
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Figure 5.2: REACH END OF SEGMENT event.

e MEET IN OPPOSITION - two nodes that are sharing the same lane but

moving in opposite directions meet.

e SEND NEXT CARS - a car enters a road that leads to the simulated area.

Before describing these events, we discuss the concept of arc. General vertices
and arcs can be modeled to the lower part shown in Figure 5.2. In Figure 5.2, an arc
can be one of sidewalk, roadway, hallway, or crossway and mobile node can be one
of person or vehicle. However, when a node is at some location along an arc, it is
assigned to a particular lane. Depending on the user configuration, an arc can have
two or more lanes. Note that an arc must have at least two lanes to support two-

way traffic. In Figure 5.2 there are four lanes on Arcl, the arc between Vertex1 and
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Figure 5.3: CATCH_UP event.

Vertex 2. When the MN reaches right end of arcl (i.e. at time B), REACH EOS
event will occur.

In Figure 5.3, N1 is faster than N2, and N1 catches up to N2 at time B. It
is important to note that when N1 catches up to N2 it is not at the same physical
location, but the distance between N1 and N2 satisfies the distance-speed relation-
ship in Eq. (4.3) or Eq. (4.4), where the speed is the speed of N2. In processing this
event, N1 decides whether or not it changes its current lane to overtake front node
N2. If there is enough space in the changing lane, N1 has a chance to change lane
with probability of Eq. (4.5). If N1 does not change lanes, then N1’s speed is set
to the speed of N2. Thus, N1 and N2 will satisfy the distance-speed relationship. If
N1 changes lanes to pass N2, then it moves at its desired speed.

At an intersection, a node may have to wait before entering the next arc.
This waiting is done with a logical FIFO buffer. In Figure 5.4, we assume that
each segment has one lane and that the speed of all nodes is the same. Each lane
has two FIFOs: one for each end of the lane. The logical FIFO shown in Figure
5.4 is the left end of lane on Arc. At time A, a REACH EOS event occurs as N4
reaches the left end of Arc. At time B a REACH _EOS event occurs as N5 arrives
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Figure 5.5: MEET IN OPPOSITION event.

at the left end of Arc. Since there is not enough space to enter Arc, N5 goes into
the logical FIFO while physically begin stopped at the end of its current arc. At
time C a REACH _EOS occurs as N3 enters the FIFO after N5 due to the same
reason, and is physically stopped at the end of its current arc. At time D, since
there is enough space, which is based on distance-speed relationship, for node N4
to enter Arc, an EXIT FIFO event occurs and N4 exits the FIFO. At time E, a
CATCH _UP event occurs as N2 catches up to N3, which is still stopped. Thus,
node N2 is not placed into the logical FIFO but N2 is a short distance behind N3.
This distance is given by the distance-speed relationship for a zero speed. Similarly,
at time F, a CATCH_UP event occurs as N1 catches up to N2 and stops. At time
G, an EXIT FIFO event occurs and N3 exits FIFO and enters Arc. When exiting
FIFO, if a node stopped behind, the node (i.e. N2) should start to move. Thus the
EXIT FIFO event causes a START UP event. At time H, another START UP
event occurs and N1 starts to move. At time I, a REACH EOS event occurs as N2

reaches Arc.

47



Time A (SEND NEXT CARS)
<-SNlI /
f

N2 . Urban arca

\

?

Exit and entrance location

Figure 5.6: SEND NEXT CARS event.

In Figure 5.5, a MEET IN OPPOSITION event occurs at time B. Note
that each lane is bidirectional. From N1 and N3’s point of view, the right-hand side
is lower two lanes, whereas from N2 and N3’s point of view, the right-hand side is
upper two lanes. At time B, N1 and N2 meet in opposition as well as N3 and N4.
The rule is that when two nodes meet in opposition, the left-hand side node gives
a way to right-hand-side node, so the left-hand side node is injected to the right-
hand-side lane that is the same number of lane on the left-hand side (see Figure
5.5). Thus, N2 and N4 give way to N1 and N3. In the case of vehicles, this event
never happens. If there are nodes in the lanes that N2 is injected into, then there
will likely be some CATCH UP event to stop the node that is behind the point
where the N2 was injected. If the lane is very congested, then this CATCH UP
event may cause a ripple of CATCH _UP events. Nonetheless, the nodes in the lane
make room for N2.

During simulation, cars will exit or enter the urban area. When it is time for
some cars to enter the urban area, SEND NEXT CARS event occurs. The number
of cars that enter the urban area per traffic signal period is Poisson distributed with
mean given by Eq. (4.1). In Figure 5.6, N2 enters urban area at time A. It means

N2 appears in modeled area. Some time later, N1 will exit the urban area. It means
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Figure 5.7: An example of REACH EOS event

that N1 will disappear from the modeled area.

When REACH EOS occurs, what should we consider as the next event? In
Figure 5.7, at time A, N5 reaches the right end of L3. The next event on lane L3 is
determined by examining which of the possible next events will occur first, where, in
the case, there are four possible next events, namely N4 experiences a REACH EOS
event, nodes N3 experience a CATCH UP event, N2 experiences a CATCH UP
event, N1 experiences an EXIT FIFO event. The next event on L3 is inserted into
the event list such that the list of events is ordered by the time of the event. After
determining the next event on L3, N5 chooses one lane to enter and puts itself to
the chosen lane. In this example, N5 chooses L7. Finally, the next event on lane L7
should be also redetermined by examining the possible events. The next event on
Lane L7 may be that N7 will reach the right end of L.7. However, once N5 has entered
the lane, the next event on L7 may be that N5 will catch up N6. If that is the case,
the previous event on L7 should be erased from event list. The newly found next
event on L7 is inserted into event list. The other cases of events can be referenced

in code on the website (http://www.eecis.udel.edu/~bohacek/UDelModels).
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Chapter 6

SIMULATIONS

Four simulations are performed. Each section explains simulation environ-

ment. To see the results of each section, you can directly jump to Chapter 7.

6.1 Traffic Light

This simulation tries to show the behavior of pedestrians at the traffic light,
so a crosswalk is zoomed in. The right side of Figure 3.4 explains how the crosswalk
is constructed. Note that the number of lanes in the crosswalk is 16. Table 6.1

shows parameters used for simulation.

6.2 Platooning

This simulation tries to show that people make platoons due to group mobility
and inter-node dynamics (i.e. lane changing decision). Both constrained random
waypoint model, which is the same as random waypoint, but nodes only move
through the graph and there are no inter-node dynamics, and UDel mobility model

are simulated. Table 6.2 is used as parameters.

Table 6.1: Parameters for traffic light simulation
Number of pedestrian nodes 5,000

Simulation time 1,500 seconds
Map University of Delaware
Traffic light period 90 seconds
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Table 6.2: Parameters for platooning simulation
Number of pedestrian nodes 3,000

Simulation time 2,000 seconds

Map University of Delaware

Traffic light period 90 seconds

Mobility model constrained random waypoint,

UDel mobility model

Table 6.3: Parameters for Paddington city simulation
Number of pedestrian nodes 10,000

Number of cars 100

Number of UAV 2

Simulation time 7,200s (11:00 ~13:00)
Map Paddington city
Traffic light period 90s

6.3 Paddington City
This simulation is to show movement of pedestrians, cars, and UAVs (un-
manned aerial vehicle) in the city. Actually, UAV mobility modeling is underway.

Simulation mainly considers lunchtime.

6.4 Validation of Pedestrian Mobility

This simulation is for validation of pedestrian mobility model and is per-
formed with a variety of configurations shown in Table 6.4 including counting pedes-
trians on a block with and without buildings, various sizes of sidewalks (from 4 lanes
to 32 lanes), various traffic light timings (from 60 seconds to 120 second periods),
and various rates of pedestrians flowing into the street. In Table 6.4, easy to pass
means that nodes are willing to pass whenever there is room to pass, whereas hard
to pass means that nodes are not willing to pass when they catch up other nodes
even if there is enough room to pass in the right or left lane.

When nodes pass through the measuring point shown in Figure 6.1 and 6.2,

the information of passing time, current speed, desired speed, node ID, and direction
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Figure 6.1: Mapl with buildings on measuring walkway. Red circle has a traffic
light

Figure 6.2: Map2 without buildings on measuring walkway
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Table 6.4: Parameters for validation of pedestrian mobility
Number of pedestrian nodes 10,000

Simulation time 1,800 seconds

Maps Mapl, Map2

Number of lanes on walkway 4, 8, 16, 32

Traffic light period 60s, 90s, 120s

Passing rule easy to pass, hard to pass,
default mobility passing rule (Eq. 4.5)

Exit rate into the street 18,000s, 12,000s, 6,000s, 4,800s,
3,000s, 1,200s, 600s, 300s

Mobility model constrained random waypoint,

UDel mobility model

is recorded to analyze the burstiness of pedestrians.
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Chapter 7

RESULTS

7.1 Traffic Light

Many people are congregated at the traffic light, increasing degree distrib-
ution and providing good connectivity. Figure 7.1 and 7.2 show that people are
waiting when the traffic light is red and people move through the crosswalk after
traffic light turns green. As you see, the appearance of moving through crosswalk

looks similar with real world.

7.2 Platooning

Watching the movement of students on the University of Delaware campus,
it is obvious that students make platooning at some parts of the area. Figure 7.3
shows that UDel mobility model properly generates platooning, but Figure 7.4 does
not. This platooning will affect MANET connectivity and topology differently than
the constrained random waypoint model does. We can imagine that unlike random
waypoint model, node densities are not uniform, but nodes occur in clusters called
platoons. Future algorithms such as cooperative relaying algorithms [59], [60] make

use of clusters of nodes to form virtual antenna arrays and to enhance packet delivery.

7.3 Paddington City
Figure 7.5 and 7.6 show that some people are in offices and other people
are moving to go to restaurants, stores, or residences at the time the snap shot

shows. Since the UDel mobility simulator is designed to be scalable, the simulator
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Figure 7.1: Snap shot of traffic light simulation when red light is on.
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Figure 7.2: Snap shot of traffic light simulation when green light is on.
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Figure 7.3: Snap shot of platooning simulation with UDel mobility model.

57



{ UDEL MOBILITY MODEL -0 x|
s . I e "

Figure 7.4: Snap shot of platooning simulation with constrained random waypoint
model
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Figure 7.5: Snap shot of Paddington city simulation with normal view

can accommodate a huge number of mobile nodes in a big city. In this simulation,

10,102 mobile nodes are used.

7.4 Validation of Pedestrian Mobility

The burstiness of pedestrians, or in the terminology of traffic engineering,
pedestrian platoons, has been investigated by Pushkarev and Zupan [36]. Their work
has served as the basis for the pedestrian traffic engineering guidelines set forth in the
Highway Capacity Manual [37]. The metrics of burstiness for pedestrian platoons

are different from the ones typically used in studying data networks. Specifically,
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Figure 7.6: Snap shot of Paddington city simulation with inner view.
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Figure 7.7: 15 Minute Average Flow Rate versus Flow Rate in a Platoon. The flow
rate is the number of pedestrians that pass by the measurement point
per minute divided by the width (in feet) of the sidewalk. The black
line is the area of realistic values found by Pushkarev and Zupan.

Pushkarev and Zupan compare two flow metrics, the 15 minute average flow rate
(AFR) and the flow rate during a platoon (PFR). A node is in a platoon if the local
density of nodes exceeds the average density. As is shown in the Figure 7.7, the
PFR is higher than the AFR. According to Pushkarev and Zupan, the larger the
PFR compared to the AFR, the more bursty the pedestrian traffic is. The study
of Pushkarev and Zupan was not focused on finding the frequency of specific flow
rates, but to examine what combinations of AFR and PFR occur on urban sidewalks.
Thus, we use this data as a baseline with which we compare the pedestrian mobility
model described in Chapter 4.

As can be seen from the left-hand plot in Figure 7.7, the mobility model
described above generates combinations of PFR and AFR that are realistic. The
center plot in Figure 7.7 shows the data set collected by Pushkarev and Zupan and
a set of data generated by the mobility model but where nodes pass whenever there
is room to pass, i.e., P (desire to change lanes) = 1 as opposed to what is given

in Eq. 4.5. Clearly, increasing the propensity to change lanes acts to decrease
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the burstiness so that some realistic levels of burstiness never occur. Finally, the
right-hand plot in Figure 14 shows Pushkarev and Zupan’s data compared to data
generated by the mobility model but where there are no inter-pedestrians dynamics,
i.e., nodes move along lane irrespective of other nodes. Such mobility allows, for
example, nodes to exceed the distance-speed relationship. As shown in Figure 4.5,
ignoring inter-node dynamics results in unrealistic levels of congestion (according to

Pushkarev and Zupan the flow rate rarely exceeds 18).
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Chapter 8

CONCLUSION AND FUTURE WORK

8.1 Conclusion

This thesis presented a realistic mobility model and methodology for use
of simulating urban mesh networks. The model is based on extensive data, and
hence the model and parameters are derived from what has been observed. The
model is composed of three sub-models, the activity model, the task model, and
the agent model. The activity model is based on a recent US Labor Department
study of time-use in America, that collected detailed information about how people
spend their time. The task model focuses on the mobility of people inside office
buildings. This model is based on work in the area of meetings analysis [38]. The
agent model determines how mobile nodes interact with each other as they move
toward their destinations. This model is based on the work of Pushkarev and Zupan
[36]. The technique of discrete event simulation is used to imitate realistic movement
of mobile nodes. By carefully investigating necessary discrete events and applying
derived mobility models to simulation at the appropriate time, the UDel mobility
simulator correctly reflects the behavior of mobile nodes.

Currently, eight papers ([6], [41], [33], [34], [61], [59], [60], [62]) have been
based on UDel mobility model. In the near future, the UDel mobility simulator will
be hoped to help many research projects, especially for those who evaluate network

performance in an urban mesh network.
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8.2 Future Work

While this thesis has showed several aspects of realistic mobility models,
much research still remains to be done in UDel mobility modeling. The following
roughly sums up the future research.

For car models,

Parking mobility model

Delivery truck mobility models

For pedestrian models,

Subway and train mobility models

Non-office worker mobility models

e Morning and evening mobility models

Disaster mobility models

It is necessary to include parking mobility models in the simulator. People
take their cars and park at parking lots including street parking and do their own
work. Another aspect in the city is that many delivery trucks pass through the
modeled area, causing much traffic every day. Thus, we also need to consider this
case.

Subway and train mobility model is important if we consider realistic mobility
models because many people will go to work by subway or train, and few people
travel entirely by foot in a city. UDel mobility model mainly focuses on the work
day and office workers. To better evaluate performance of mesh networks, we should
not ignore non-office workers activities and morning and evening activities. If we do
that, we can simulate behavior of mobile nodes for 24 hours like real life. The other

important issue is the disaster mobility model. The difference between normal and
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crisis situations will result in different performance of MANET protocols. Unlike
the normal situation, it is difficult to produce experiments of crisis because few of us
ever experience disasters often enough to develop an intuition of the mobility during
a disaster. However, as one way, if we survey the extensive body of disaster and

crisis research available at the University of Delaware’s Disaster Research Center

(DRC), disaster models could be developed.
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