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Abstract

It is a truism that simulations of mobile ad hoc networks
(MANETs) are not realistic. While the protocols are sim-
ulated reasonably realistically, the propagation of wireless
transmissions and the mobility of nodes are not. Today, sim-
ulations typically model propagation with either the free-
space model or a ”two-ray” model that includes a ground
reflection. Such models are valid only in open space where
there are no hills and buildings. Since wireless signal at the
frequencies used for MANETs is partly reflected off of build-
ings and is partly transmitted into the building, the presence
of buildings greatly influences propagation. Consequently,
these open-space propagation models are not accurate in
outdoor urban areas. Indoors, the open-space models are
not applicable. There has been little effort in developing
realistic mobility models. In urban areas, the mobility of
vehicles and pedestrians is greatly influenced by node in-
teraction. For example, on a congested street or a sidewalk,
nodes cannot travel at their desired speed. Furthermore,
the location of streets, sidewalks, hallways, etc. restricts
the position of nodes. Traffic lights also have a direct
impact on the flow of nodes. In this paper, simulation of
propagation and mobility for MANETs in urban areas is
addressed. Techniques for simulation, models, model pa-
rameters, computational complexity, and accuracy are all
examined. The techniques for propagation are validated
against propagation measurements. Nearly all aspects of
the mobility models and model parameters can be derived
from urban planing and traffic engineering research. The
simulation approaches discussed here are implemented in a
suite of simulation tools that are available for download.

1 Introduction

Mobile ad hoc networks (MANETs) will likely be de-
ployed in the future military operations. Furthermore, cities

such as Philadelphia are planning to deploy ad hoc networks
to provide wireless access to the entire 135 square mile city
[36]. While the details have not been finalized yet, the ini-
tial plans for Philadelphia are that the network will include
a large number of fixed wireless relays and perhaps mo-
bile relays as well. Las Vegas has a pilot project already
deployed for use by public safety organizations which is
capable of supporting applications such as monitoring and
controlling vehicular traffic for emergency response and re-
mote situation assessment [6]. Over two hundred other local
governments are considering similar projects. In such net-
works, end-hosts will certainly be mobile. Thus, large-scale
deployment of multi-hop wireless ad hoc networks appears
imminent.

It is well known that the variability of node-to-node com-
munication is a major challenge facing MANETs. For ex-
ample at one moment, high quality communication between
two nodes may be possible while a short time later, commu-
nication between the nodes may not be possible. In the case
of wide bandwidth communication, such drastic changes in
link quality are typically the result of node mobility. For
example, if a node moves around a corner of a building,
then, since the signal is not easily able to penetrate through
buildings; the communication between the two nodes may
be severed. Thus, a combination of node mobility and com-
plex propagation due to the environment results in rapid
variability of communication links. However, while great
strides have been made in protocols for MANETs, there
has been very little effort devoted to understanding how
to best simulate MANETs, specifically, how to best sim-
ulate the node mobility and signal propagation. This lack
of effort contrasts the simulation of wired networks where
there has been extensive work focused on simulation issues
such as background traffic and topology (e.g., [11], [25],
[13], [24]). This paper focuses on the techniques for sim-
ulating propagation and mobility of MANETs in urban en-
vironments and related issues. The simulation techniques
presented here have been incorporated into a suite of simu-
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lation tools ”UDelModels” that are available for download.
At the frequencies used in today’s wide band com-

munication, wireless signals may undergo reflections off
of buildings, reflections off of the ground, transmissions
through walls, and diffractions over and around buildings.
Thus, a wireless communication extends far beyond what
line-of-sight (LOS) communication will offer. Indeed, our
simulations show that majority of a node’s neighbors (i.e.,
the nodes with which a node can communicate) are not
within LOS. Similarly, Table 6 provides an example where
the coverage area of a single transmissions increases by
450% when reflection, transmission, and diffraction are in-
cluded. As will be discussed in Section 5.3, the variation of
the signal strength under LOS propagation is significantly
different from the variation of the signal strength in reality.
Goals of realistic propagation simulation include simulat-
ing realistic coverage and realistic variation of the signal
strength.

There has been extensive work on modeling and under-
standing realistic topologies that arise in wired networks
(e.g., [13], [24]). In MANETs, the study of topology is
complicated by the dependence on the propagation charac-
teristics of the environment and location of the nodes. Prop-
agation and the location of nodes is not random, but is dom-
inated by structure. For example, streets, especially well
traveled, wide, and straight, have high node density and
excellent propagation properties. Thus, nodes on a major
street will have a large number of other nodes within com-
munication range. However, these nodes will not be able
to directly communicate with nodes on parallel streets since
such communication requires transmissions through build-
ings or over them; something that is difficult if the buildings
are large. Hence, the topology in an urban environment with
large buildings will consist of well-connected nodes along
the streets. Nodes near intersections will provide connec-
tivity between two streets. Hence, the topology of outdoor
nodes looks like a street map of the city. Within buildings,
nodes have a smaller propagation range. Thus, the local
topology of indoors and outdoors is very different. Realis-
tic topologies can be simulated only if the propagation and
mobility simulations are realistic.

Current approaches to mobility will be discussed in Sec-
tion 6. There is little doubt that these mobility models are
not realistic. To some extent, since open-space (i.e., free-
space and two-ray) propagation models that neglect the im-
pact of objects have been used in the past, there has been
little reason to use mobility models where nodes avoid or
interact with objects. However, when propagation in ur-
ban environments is considered, mobility must also be ad-
dressed. Specifically, the mobility model must take into ac-
count the structure of the urban environment such as streets,
sidewalks and buildings.

One of the reasons that mobility models must not be

overly simplified is that in reality pedestrians and vehicles
tend to move in clusters [38], [46]. That is, the locations of
nodes are correlated. Furthermore, there is a well-studied
relationship between node density and node speed (e.g., re-
call the ”two-second rule” that specifies the safe driving dis-
tance between cars). Since the spatial distribution of nodes
has an important impact on the behavior of MANET proto-
cols, mobility models must be realistic.

In summary, the objectives of the simulation approach
discussed here is to provide realistic simulation of mobility
and propagation. Specifically, for mobility, the goal is to
provide realistic

– node distribution,
– node clustering (i.e., correlation in node location),
– trips including trip lengths, paths, and generation rates,
– and node speeds.

For propagation simulation, the goal is to provide realis-
tic

– propagation range,
– signal strength,
– and spatial variation of the link quality.

Together, the mobility and propagation simulators pro-
vide realistic

– topologies,
– and variations of topologies.

The mobility simulation objectives can be achieved by
employing models and model parameters that have been de-
veloped and verified by the urban planning and traffic engi-
neering research communities. The propagation simulation
objectives can be achieved by verifying and by comparing
the propagation model to observations. If the mobility and
propagation are realistic, then the topology and the dynam-
ics of the topology should be realistic. However, this can
only be verified when MANETs are deployed.

It is important to note that the objective is realistic sim-
ulation, not accurate simulation. By this we mean that the
simulation should provide mobility and propagation similar
to what could occur in an urban environment, not necessar-
ily what would occur in a particular urban environment. As
will be discussed, accurate prediction requires substantial
knowledge of the modeled urban environment. For exam-
ple, accurate prediction requires precise knowledge of loca-
tion and dimensions of buildings and other large to moder-
ate sized structures, as well as knowledge of the building
materials used and the layout of building interiors. Fur-
thermore, accurate mobility simulation requires knowledge
of details such as the types of establishments within each
building (e.g., restaurant, office, shopping, etc.) and origin-
destination flow matrices for vehicle traffic. Realistic sim-
ulation, on the other hand, merely needs realistic dimen-
sions and locations of buildings, building materials, layout
of buildings interiors, and realistic trip generation for vehi-
cles and pedestrians.

The motivation for realistic simulation rather than accu-

2



rate prediction is to reduce the complexity of simulation.
There are two types of complexity that are relevant here,
computational complexity and usage complexity. The lat-
ter refers to the difficulty in defining the simulated environ-
ment. This paper provides models and parameter values,
and discusses tools to develop simulated environment that
satisfy the goal of realistic simulation. If the goal is realistic
simulation then the complexity of use is reduced. Compu-
tational complexity is treated in detail in Section 5.1.

Propagation, vehicle mobility, and pedestrian mobility
modeling are all active areas in research. Addressing all
these issues is beyond the scope of this paper. Instead the
focus of this paper is on topics that are most critical.

The remainder of the paper proceeds as follows. In the
next section, previous work related to simulation of prop-
agation and mobility for MANETs is discussed. Section
3 provides a short overview of the steps involved in simu-
lating MANETs. Section 4 discusses different approaches
to defining city maps that can be used for mobility and
propagation simulation. Section 5 discusses characteris-
tics and simulations of propagation. Section 5.1 examines
the computational complexity of propagation simulation for
MANETs. Section 5.2 discusses the impact of reflections
and diffractions in propagation in urban areas. Section 5.3
provides validation of the propagation models. Section 6
discusses mobility models for realistic MANET simulation.
This discussion is broken down into the following sections.
Section 6.1 the dynamics of nodes and section 6.3 discusses
trip generation. Section 6.4 provides some validation of the
pedestrian mobility model. Section 7 provides concluding
remarks.

2 Related work

Currently, Open-space propagation (i.e., free-space and
the two-ray model) is the most popular propagation model
for MANETs research. For example, ns-2 [29], [30] only
supports open-space propagation models. On the other
hand, QualNet [42] supports open-space propagation as
well as stochastic propagation models such as Rayleigh, Ri-
cian and Lognormal fading. QualNet also supports path
loss trace files. Furthermore OPNET [33] supports open-
space propagation models as well as an enhanced open-
space model that accounts for hills, foliage and atmospheric
affects.

While less popular, stochastic models such as Rayleigh,
Rician and Lognormal fading [39] have been used by sev-
eral investigators. In order to include correlations, Markov
model based stochastic models have been suggested [23],
[43] While such propagation modeling is useful to com-
pare physical layer techniques, they have limited use in
MANETs. The drawback of stochastic propagation mod-
els is that they fail to model the propagation structure found

in urban areas. As mentioned earlier, due to the difficulty
of propagating through buildings and the ease of propagat-
ing down the streets, the topology of the outdoor nodes in a
MANET resembles the street map of the city. Also, propa-
gation indoors exhibits structure due to the floors and hall-
ways.

In [18] and [17] obstacles were included in the simulated
environment and propagation was limited to line-of-sight.
In [17] the obstacles were randomly placed buildings. As
will be shown most of the communication in an urban area
is not line-of-sight. Since streets play an important role in
MANET topology, the random placement of buildings will
result in non-realistic topologies.

There has been limited work that includes accurate prop-
agation modeling along with MANET simulation. For ex-
ample, [8] suggests using ray tracing indoors to enhance
ns-2’s propagation model.

Instead of simulation, there has been some effort in de-
veloping desktop test-beds [21]. Such test-beds augment
protocol simulation with live wireless transmissions over a
small wireless network. A significant drawback of such an
approach is that it is not able to realistically model the multi-
path reflection, transmissions, and diffractions that occur in
a complicated propagation environment.

There are several commercial packages that can be used
to predict coverage of a single or a small number of mo-
bile phone base stations or wireless access points (exam-
ples include [48] and [47]). While many of the propagation
techniques used by these tools are employed by a MANET
propagation simulation (e.g., [41]), these tools have limited
applicability to MANET simulation, due to different goals
(realistic vs. prediction). Specifically (as discussed ear-
lier) the goal of accurate prediction increases the compu-
tational complexity as well as the complexity of use. Most
tools focus on outdoor coverage for mobile phones, or in-
door coverage for wireless base stations; they neglect mixed
indoor/outdoor simulation. These tools do not produce a
propagation matrix as required for simulation.

There are several mobility models used for MANET sim-
ulation. The most popular is the random waypoint model
[19] where a node picks a next destination at random. The
node travels in a straight line to the destination at a ran-
domly selected speed (often uniformly distributed between
1m/s and 20m/s). Upon arriving at the location, the node
waits for a random amount of time before selecting the next
location. There are many variations in such random (see [5]
for details and references) mobility models. In [18] several
scenario based mobility models were considered. However,
as mentioned in [18], these mobility models are not meant
to be realistic. In [2], the Manhattan mobility model is in-
troduced where nodes are restricted to a grid, resembling
the street map of Manhattan. This model does not include
any realistic node mobility dynamics (e.g., node interaction,
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traffic lights) or realistic trip generation. In [34], mobility
patterns from multi-user games were used, but did not ver-
ify that the mobility of characters in games resemble the
mobility of pedestrians or vehicles.

3 MANET simulation overview

There are several stages to MANET simulation. The
first step is to define the simulated city map. This step is
discussed in Section 4. The second step is to determine
the propagation matrix for the city. The propagation ma-
trix includes channel characteristics such as path loss, delay
spread and angle of arrival for each source-destination in
the city. This step is discussed in Section 5 Next, the city
map is used to generate one or more mobility trace files.
This step is discussed in Section 6. From the mobility trace
file and the propagation matrix, the propagation trace file is
computed; the propagation trace file provides the propaga-
tion statistics between all pairs of nodes at every moment.
The propagation trace file can then be used by the protocol
simulator.

4 City maps

In order to model MANETs over urban areas, it is nec-
essary to have a model of the urban area. There are sev-
eral ways that maps suitable for MANET simulation can be
developed. First, a random city can be built as was done
in [17]. In this case buildings are placed at random and
a Voronoi diagram is used to construct sidewalks between
the buildings. One drawback of such an approach is that
important aspects of cities such as long thoroughfares and
big intersections are neglected. It is well known that streets
play an important role in mobile phone communication and
it has been shown that streets play an important role in ur-
ban MANET connectivity [4].

A more realistic way to generate cities is to utilize
the detailed GIS datasets [12]. These datasets include 3-
dimensional building map information that provides enough
detail for realistic simulation. There is an abundant number
of such datasets. For example, there are GIS datasets for
most, if not all, American cites. Our map building suite of
tools converts GIS datasets into format suitable for a spe-
cialized graphical editor. The graphical editor is used to
”touch-up” the GIS map (e.g., remove spurious buildings,
add roads, sidewalks, traffic lights, and fixed base stations).
The graphical editor is also used to define locations where
vehicles enter and exit the modeled area.

A third way to generate city maps is to develop a map
directly in the editor. For example, idealized grid city could
be generated within the editor. And finally, there has been
some work on generating random, yet realistic cities [35].

Often, random cities produce GIS datasets, and hence are
easily used for propagation and mobility simulation. These
realistic random cities are often generated to meet certain
aesthetic requirements. It is unclear if these random cities
would span a relevant range of mobility and propagation. In
the same way that random wired network topology gener-
ation required substantial effort before relevant topologies
were developed, random city generation for MANET simu-
lation will also take considerable effort.

While GIS datasets have details of building heights and
position, they typically do not provide any details about the
interiors of the building. In lieu of actual interiors, they
must be automatically generated. Our suite of tools assumes
that all buildings are office buildings with offices that are
3.5 meters wide and 3/8 of the building depth deep and the
width of hallways is 1/4 of the depth of the building. The
hallway runs in the center of the building and stairs are on
each end of the building. Incorporating automatic genera-
tion of heterogeneous building interiors will be left for fu-
ture work.

5 Propagation modeling

The main factors that affect the probability of a packet
error are signal strength, delay spread, Doppler spread, and
noise, which include interference. Of these, current simu-
lators only consider signal strength and interference. De-
lay spread accounts to the fact that a single transmission
might result in several delayed signals arriving at the re-
ceiver. Each of these signals follows a different path and
hence arrive at a different time and with different amplitude.
If the delay between these signals is sufficiently large, they
can increase the probability of transmission errors. Sim-
ilarly Doppler spread also contributes to increased packet
error rate. Doppler spread results when the transmitter, re-
ceiver, or an object that the signal reflects off of is moving.

There has been little work that relates delay spread and
Doppler spread to packet error probability. The reason for
this might be the fact that the signal strength plays a more
significant role in the packet error probability [39]. If signal
strength can be computed, it is straightforward to compute
delay spread (our implementation determines delay spread)
but further investigations are necessary to arrive at a rela-
tionship between delay spread and packet error probability.
The section focuses on estimating the signal strength1 in ur-
ban environments

The signal strength at the receiver is given by PReceived =
Ptransmitted × C×Path Loss, where C is a constant that de-
pends on the antennas and the frequency, and is often on the
order of -30dB to -40dB. Assuming that C is known, and
if the transmitted power is known, then knowing the path

1Note that signal strength is also used to determine interference.
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loss is equivalent to knowing the signal strength. Thus, the
terms path loss and received signal strength are used inter-
changeable.

A large volume of research has shown that at the dis-
tances and frequencies considered here, the propagation of
electromagnetic waves can be modeled as rays (see [40]
and reference therein). These rays reflect off of the ground
and walls, are transmitted through walls, and diffract around
corners. While traveling through free-space, the ray’s sig-
nal strength decays like 1/d2 where d is the distance. When
the ray makes a reflection, transmission, or diffraction, it
experiences an additional decrease in signal strength and a
change in phase. Thus, the path loss for a particular ray is
given by

Path loss = 1/d2 ×Attenuation, (1)

where Attenuation is a complex number that depends on
the details of each reflection, transmission, and diffraction.
The received signal strength can be determined by finding
all the rays that hit the receiver and determining the length
and the attenuation experienced by each ray. Determining
the received signal strength at a particular frequency re-
quires the addition of signal strength provided by each ray.
For wide band communication, the signal strength is the av-
erage power of the signal averaged over the bandwidth. For
example, in 802.11b, the signal is averaged over the 22MHz
wide channel that is centered at 2.414GHz. Averaging is not
necessary when narrow band communication is used.

The attenuation and change in phase due to a reflection
or transmission depends on the frequency and polarization
of the signal2, the angle of incidence, and the type and the
thickness of the material that the signal is reflecting off of
or transmitting through. If the material is known and is ho-
mogeneous, the loss and change in phase can be found in a
straightforward manner (e.g., see [20]). Figure 1 illustrates
how attenuation of the signal depends on the material and
the angle of incidence. Figure 1 shows that the difference
between glass and concrete is less than 10dB. Other mate-
rials such as brick result in similar variations in loss, while
materials such as wood have a significantly different behav-
ior. Since it is not possible to know the material used in the
construction of all buildings, the attenuation from reflection
and transmission is difficult to be exactly determined. How-
ever, since the goal is for the simulations to merely be re-
alistic, path loss can be obtained by assuming that common
building materials are used (e.g., concrete, brick, and glass,
which all have similar propagation characteristics).

Besides reflection and transmission, diffraction plays an
important role in propagation. Diffraction allows wireless
transmissions around the corners and over the buildings.
Whether a signal is more easily diffracted over the building

2It is typical to assume vertical polarization.
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Figure 1. Loss due to Reflection and Trans-
mission. The plot assumes that the concrete
is 20cm thick and the glass is 2cm thick.

or transmitted through the building depends on the size and
height of the building. Thus, both transmission and diffrac-
tion must be modeled. The Uniform Geometrical Theory of
Diffraction has been shown to provide a realistic model for
diffraction.[26].

Once the map, bandwidth, and building materials have
been defined, propagation can be determined. However, ex-
treme care must be taken to reduce the computation. As-
suming that all walls are vertical significantly decreases
computational. Specifically, the 3-D ray tracing problem re-
duces to a 2-D ray tracing problem that finds vertical plane
paths. The 2-D ray tracing problem is illustrated in the
right-hand plot in Figure 2, where two vertical plane paths
are shown. Once the vertical plane paths are found, the 3-D
ray paths restricted to the vertical plane paths can be com-
puted easily. The left-hand figure in Figure 2 shows the
paths of a ray in the vertical plane. One vertical plane path
has three ray paths, (a1) one that diffracts over a building,
(b1) one that reflects off of the ground and passes through
a building, and (c1) the one that passes straight through a
building. The other vertical plane path has two ray paths,
(a2) one reflecting off of the wall of a neighboring build-
ing and (b2) one reflecting off of the wall of neighboring
building and undergoing a ground reflection. In one vertical
plane path there are potentially many ray paths that include
repeated reflection off of the ground, transmission through
buildings, and diffractions over buildings. In our simula-
tor, we include three types of ray paths, direct paths (line of
sight or transmissions through buildings), ground reflected
paths, and paths that diffract over buildings without being
transmitted through the buildings. For paths that diffract
over buildings, if the transmitter or receiver is indoors, then
the ray path passes through the building where the trans-
mitter and/or receiver is, but must pass over all other build-
ings intersected by the vertical plane path. Such ray paths
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a1

b1c1

a2

b2

Figure 2. Left: Two vertical plane paths and 5
ray paths. Right: a top-view of the scene on
the left.

do not have a significant impact on the computed path loss
since transmissions through buildings and diffractions over
buildings greatly reduce the signal strength.

A straightforward implementation of even 2-D ray-
tracing is not computationally efficient. Instead, a tech-
nique that is more appropriately called beam tracing can
be performed. Like ray tracing, the goal of beam tracing
is to determine the paths from the transmitter to receiver.
Beam tracing begins with the source broadcasting the sig-
nal in all directions (assuming an omnidirectional antenna).
This transmission is not modeled as a large number of rays,
but as a small number of beams. When a beam intersects a
building, two beams are generated, one is reflected off of
the building and one is transmitted into the building. If only
a part of the beam intersects the building, the beam is split
into three with one part of the beam continuing to the next
wall (if it exists) and the other part of the beam generating
two beams, a reflected beam and a transmitted beam. Fi-
nally, if the receiver is found to be included within the span
of a beam, the ray from transmitter to receiver can be com-
puted easily.

The beam tracing computation can be further simplified
by dividing the 2-D space into a grid and the determining
the propagation between the center points of each square.
Each square of the grid is called a floor-tile. Outdoors and
indoors are discretized in this manner. Indoors, each floor of
the building is discretized into set of floor-tiles. To reduce
the number of floor-tiles, the entire space is not discretized.
Rather, floor-tiles are placed only along the centerlines of
sidewalks, hallways, and roads. For rooms, floor-tiles are
placed in every location that a mobile node can be present.
The walls of buildings are also divided into wall-tiles. Since
the beam tracing is in 2-D, the wall-tiles are segments (1-D
tiles).

The computation is divided into two parts, preprocess-
ing and beam tracing. During preprocessing, ray neighbors

wall

wall tile

end point
of tile

Figure 3. Beam Tracing. Suppose that the
(yellow) tile on the lower left has been deter-
mined to be hit by a beam. In particular, this
beam hits the end points such that the re-
flected rays are as shown. From these rays,
the virtual source, shown in the lower left, is
found. The angle at which the beam hits the
end points of the (blue) tile in the upper right
is found as shown. This tile generates a re-
flected and transmitted beam and the process
continues.

for each tile are found. A tile’s ray neighbors are all the tiles
that could be directly reached (i.e., without reflection, trans-
mission through a wall, or diffraction) by a ray emanating
from the tile. Once the ray neighbors are found, beam trac-
ing can be performed efficiently. Figure 3 illustrates how the
beam tracing computation is performed

This process of beam tracing as shown in Figure 3 is car-
ried out in a breadth first manner with each beam continued
to be reflected, transmitted, and, perhaps, subdivided until
either the beam exits the modeled area or until the estimated
path loss of the beam surpasses a threshold. The trade-off
between the number of reflection/transmissions/diffractions
and accuracy and computational complexity is investigated
in the next section.

Beam tracing can be performed indoors as well as out-
doors. However, the computational complexity depends
on the number of walls. Since building interiors have a
large number of walls, beam tracing inside all the build-
ings within a large region of a city exceeds today’s compu-
tational abilities. Fortunately, it has been found that a real-
istic estimate of indoor propagation can be performed with-
out using beam tracing. Specifically, the attenuation factor
(AF) model has been shown to provide realistic path loss es-
timates, with the error found to be within 4dB [39]. The AF
model assumes that communication indoors takes a straight
line path (i.e., no reflections off of interior walls). Further-
more, transmissions through each interior wall and trans-
missions through each floor result in attenuation. While the
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Figure 4. Number of floors the signal propa-
gates vs loss in dB [39]

amount of attenuation depends on the building, a value of
4dB per wall (for an office building) has been shown to
work well [39] (also see Section 5.3). Realistic attenua-
tion for the signal propagating through floors is given in
the Table 4. In summary, outdoors, rays make reflections
off of buildings, diffractions over and around buildings, and
transmissions into buildings. Once inside a building, the
ray will continue in the same direction, experiencing fur-
ther attenuation for any interior wall or floor that it passes
through. When a ray strikes an exterior wall from the in-
side, it is both reflected back inside and transmitted outside
in the same way as rays hitting the exterior wall from the
outside.

5.1 Computational complexity

Beam tracing is a feasible but highly computationally
complex task. The complexity is both in terms of mem-
ory usage and processing time. Processing times for a
1km×1km urban region is often on the order of tens of pro-
cessor days. But the process is highly parallelizable and
nearly scales with the number of processors used (i.e., 75
processor days takes about 5 days on 15 processors). Of
course, the entire path loss matrix for each city only needs
to be found once (several are currently available for down-
load). Table 5 outlines the memory requirements and the
processing time for two cities. These two cities represent
two ends of the spectrum. Paddington is a dense city with
relatively small buildings, whereas the campus has much
more open space and larger buildings. Note that the cam-
pus map is significantly larger than Paddington, but only has
few more buildings.

The memory requirement is dominated by the lists of ray
neighbors. In Table 5, the wall-tiles were 2 meters long
and floor-tiles were 1m×1m. While the number of wall and
floor tiles scales linearly with the reciprocal of the size of
the tiles (i.e., if the wall-tiles are twice as long, there are half
as many)3, the total ray neighbors scale quadratically. For
the simulations shown in Table 5, there are between 20,000
and 40,000 exterior floor-tiles, and 80,000 to 100,000 in-

3Recall that floor tiles cover linear sidewalks.

terior floor-tiles. As expected, sidewalks and roads utilize
little area outdoors, but indoors, hallways and offices fill
large areas. In Table 5, the floor-tiles along sidewalks and
hallways were space 1 meter apart, floor-tiles along roads
were spaced 2 meters apart, each office had one floor-tile,
and wall-tiles were 2 meters long.

As shown in Table 5, there are on the order of 10 to 100
million ray neighbors for a city of size about 1km×1km.
Since each list entry has a size of 40B, the memory required
approaches 4GB. Assuming sufficient memory resources,
the computation time for the preprocessing stage is rela-
tively short; the cities shown in Table 5 took a single day
on an AMD Athlon 64 FX 55 with 8GB RAM.

Once the ray neighbors are found, the propagation char-
acteristics between each pair of floor-tiles can be found.
From a single source, the propagation characteristics to all
destinations can be found at the same time. That is, as
the beam is reflected, the illumination of any floor-tile is
recorded. Table 5 shows that each source produces ver-
tical planes that make approximately 100,000 reflections,
diffractions, or transmissions. These reflections, diffrac-
tions, or transmissions are shared among all destinations.
However, for each destination, all the vertical plane paths
between the source floor-tile and destination floor-tile are
found. Hence, the total number of vertical plane paths
greatly exceeds the total number of reflections, diffractions,
and transmissions.

For each source it is necessary to find all the reflections.
Thus, in the campus map, the total number of reflections
found was around 263 billion and 12 billion for Paddington.
Several optimizations and tricks to efficiently distributed the
program result in the total processing time as shown.

5.2 Impact of reflections, diffraction, and trans-
missions

It is of interest to determine how many reflections,
diffractions, and transmissions must be modeled before the
quality of the model is affected. In order to investigate
the impact of the different factors, we consider propaga-
tion in Paddington, London. Table 6 shows the average of
several experiments. In each experiment, the source was
placed along a major street. The center column of Table
6 shows the number of locations where the signal strength
was found to be sufficiently strong for communication. In
this case, each location is on a sidewalk and with 1 me-
ter between locations. The right-hand column shows the
computation time in seconds. Each row corresponds to an
experiment with different number of iterations, where each
iteration includes a reflection, transmission, or diffraction.
In some cases, the possibility of diffraction was neglected.
It is clear that considering LOS greatly reduces the cover-
age. In this case we find the coverage found with only LOS
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Figure 5. Computational Complexity

is reduced by factor of 4.5 from the coverage achieved with
all iterations. It can also be seen that diffraction must also
be included; for a particular number of iterations, neglect-
ing diffraction results in a 30%-50% reduction in coverage.
In this case, after 4 iterations, the coverage reaches its maxi-
mum, both with and without diffraction. However, the beam
tracing continued until 15 iterations. From a computational
point of view, we see that including diffraction increases
the computation by about 5%-25% and each iteration adds
roughly 10%-20%. In this case there is little gain in cov-
erage or accuracy by allowing the number of iteration to
increase beyond 4. However, the computation time greatly
increased. On the other hand, it is difficult to know a priori
as to how many iterations are enough.

While not shown here, a similar experiment showed the
impact of ground reflections to be minimal. Specifically,
there is little change in coverage if the ground reflection was
excluded. The reason for this is that the canceling out effect
of the ground reflection (i.e., the signal strength decays like
1/d4 as oppose to 1/d2[39]) does not occur until the dis-
tance is around 200 meters4. However, rays that propagate
200 meters also make several reflections. These reflections
change the magnitude and phase of the signal and reduce
the canceling effect.

5.3 Validation

The goal of the propagation model is not to predict the
signal strength, but to merely have the signal strength be-
have in a realistic fashion. Nonetheless, it is useful to un-
derstand the accuracy of the propagation model. Three vali-
dation experiments were performed, two outside and one in-
side. In all cases, an 802.11b access point and the Berkeley
Varitronics Yellowjacket wireless receiver [3] were placed
on 1.5 meter tripods. The access point was placed at a fixed
location and wireless receiver was moved after making 600
measurements (1 minute). Figure 7 shows a part of the cam-
pus and Figure 9 shows a street intersection in Philadelphia.
In Figure 7, the buildings were 14 meters high while in Fig-
ure 9 the buildings were at least 40 meters high. In both

4The actual distance depends on the frequency and height of the an-
tenna. In the case of 2.4GHz and 1.5 meters heights, the distance is 200
meters.
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Figure 6.

cases, the X-mark denotes the location of the transmitter
while the receiver is moved along the indicated path. Figure
8 shows the observed and modeled path loss corresponding
to the path starting from the transmission point and moving
along the path in the counter-clockwise direction. Figure
10 shows the model and observed path loss starting at the
transmitter, move to the right and then turning the corner.

Figures 8 and 10 show that the model and observations
match well both qualitatively and quantitatively (within 5dB
in most areas). To gain more insight into propagation mod-
eling we examine the propagation prediction quality at dif-
ferent locations, especially the location where the predic-
tion quality is lower. In the area marked C, there is an un-
modeled archway that is depicted in Figure 7 between B
and C. Similarly at location F, there is a bridge as depicted
with the indicated rectangle. Ignoring these objects impacts
the accuracy of the propagation prediction. In the locations
marked E and G, there are several moderate sized unmod-
eled objects (large air conditioners at E and trees at G) that
partially blocked the signal. Sometimes such small objects
are called scatterers. We see that scatters can slightly de-
crease the received signal strength. On the other hand, in the
areas where there is purely line-of-sight (marked As), line-
of-sight with reflections (marked Bs) and reflections with
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diffraction (marked D), there is very good agreement be-
tween the model and the observations.

Figure 10 also shows a good fit. Again, the influence
of scatters can be observed. In this case the scatterers in-
cludes things such as mailboxes, parked cars, and irregular-
ity of the walls (e.g., doors that are set back from the wall).
Nonetheless, the model and observations are within a few
dB.

Finally, Figure 11 shows the layout of a building interior
and Figure 12 compares the modeled and observed signal
strength for the points indicated in Figure 11. Again, we see
that there is reasonable good agreement between the model
and the observations.

In summary, it is clear that accurate propagation pre-
diction requires more detailed knowledge of the environ-
ment. However, coarse knowledge (e.g., location of build-
ings alone) provides realistic propagation, both qualitatively
and quantitatively.

6 Modeling Node Mobility

The performance of MANETs is clearly impact by the
distribution of nodes. The majority of mobility simulators
for MANETs assume that the nodes are uniformly spread
or at least distributed according to a smooth distribution.
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For example, the popular random way-point mobility model
leads to a smooth distribution where nodes tend to be at the
center of the modeled area [27]. Such distributions differ
significantly from those that arise in realistic mobility in two
ways. First, nodes are restricted to sidewalks, buildings,
or roads, and second, the positions of nodes are correlated,
specifically, nodes often move in groups (i.e., node arrivals
are bursty). Such groups of nodes are called platoons and
are well known to have an impact on the capacity of roads
and sidewalks [46]. Platoons of vehicles and pedestrians
can arise from traffic lights and from faster nodes catching-
up, but not passing slower nodes. In the case of pedestrians,
the second cause is increased by nodes that are in groups by
choice. Such groups move slower than solitary nodes and
limit the ability of faster nodes to pass, thus expanding the
size of the group.

In this section realistic mobility modeling that accounts
for these characteristics is discussed. While these models
appeal to common sense, nearly all models are based on
the data and experiences of urban planning and traffic engi-
neering research communities. When available, the model
parameters are derived from observations found in the lit-
erature. There are two aspects to the mobility, dynamics
and node interaction, and trip generation. The dynamics
and node interaction includes speed distribution, inter-node
distance-speed relationship, and lane changing. As is sug-
gested by the highway capacity manual [46], the dynamics
of pedestrians and vehicles are closely related and hence
can be treated almost simultaneously.

6.1 Node Dynamics and Interactions

6.1.1 Inter-node distance-speed relationship

When a node with a higher desired speed catches up with
a slower moving node, it will either follow or pass. To
understand the dynamics of catching up, it is necessary to
understand the distance-speed relationship. The impact of
this relationship is that nodes can and will be tightly packed
(i.e. high density) if their speed is low (congestion), but
if the speed is higher, then the nodes must be further apart
(low density). Since the density of nodes plays an impor-
tant role in MANET performance, the distance-speed rela-
tionship must be understood and realistically modeled. For
vehicles, the distance-speed relationship, which we denote
as D (S) , is closely related to the ”two-second rule” that
specifies that a following vehicle should not be closer than
two seconds behind the vehicle it follows. For both vehicles
and pedestrians, these relationships have been extensively
studied.

In the case of vehicles, the distance-speed relationship
depends on weather conditions (e.g., dry vs. wet road), on
the traffic regime, and the recent traffic regime history [44],
[7]. While factors such as recent traffic regime history are
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and the CDF of a fitted Gaussian distribution.

important in highway traffic, we only focus on the more
simple urban street traffic and use the speed-distance rela-
tionships observed at low speeds where such factors are less
noticeable [7]. While D (S) is not exactly linear, it is often
modeled as linear, specifically, D (S) = α + βS. In [44],
(α, β) were found to be (1.78, 10.0) and (1.45, 7.8) in dry
conditions and (0.415, 8.3) and (0.230, 6.0) in wet condi-
tions. Here, and throughout the next sections distances are
in meters and speeds are in meters/sec. These values of α
and β are in agreement with the observations presented in
[7] and [37].

The distance-speed relationship for pedestrian is stud-
ied in [32] and [28]. Figure 13 shows the distance-
speed relationship derived from these observations5. We
approximate this relationship with D (S) = S∗ ×
Dmin/ (1.08× S∗ − S) where Dmin is the minimum dis-
tance between people without touching and S∗ is the de-
sired speed of the pedestrian. Dmin was found to be at least
0.35m [38].

It has been found that pedestrian desired speeds are ap-
proximately Gaussian with mean 1.34 m/s and standard de-
viation 0.26 [15], [14], [45]. For vehicles, the ratio of the
vehicle’s speed to the speed limit presented in [9] can be
modeled as Gaussian with mean 0.78 and standard devia-
tion 0.26 (see Figure 13).

6.2 Lane Changing

While traffic lights are an important cause of platooning,
lane changing also plays an important role [38]. A node
will certainly not pass if there is no room (e.g., if the other
lanes are full). Even if there is room, both pedestrian and

5The plot shown is based on area-speed relationships with the assump-
tion of 0.75 meter of lateral space between people as found by Oeding
[31].
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vehicle nodes might not pass out of choice and select to
slow down and follow the node ahead [49]. Such decisions
lead to platooning.

Lane changes are grouped into two categories, discre-
tionary and mandatory. The latter category results when the
node’s current lane ends or is blocked by a fixed obstruc-
tion, or the route to the destination requires changing lanes
(e.g., to exit or make a turn). For MANET simulation, the
dynamics of mandatory lane changes can be ignored since
the exact moment when the node does change lanes will not
have a significant impact of the distribution of nodes and
will only have a minor impact on position (and hence a mi-
nor impact on signal propagation to and form the node).

Since discretionary lane changing is related to platoon-
ing, it must be included in MANET mobility simulation.
Discretionary lane changing depends on the difference be-
tween the speed that results from not changing lanes and the
speed that could be achieved if a lane was changed as well
as on other factors such as the presence of large vehicles
[1]. We focus only on the speed aspects of discretionary
lane changing.

In [1], the probability of changing lanes was modeled as

P (desire to change lanes) = 1/ (1 + exp (A+B × (V∗ − V ∗)))

where V∗ is the speed that the node would achieve if it re-
mains in the current lane and V ∗ is the speed that would be
achieved if the node changes lanes. Since speeds may ex-
perience short-term variation, instantaneous determinations
of V∗ and V ∗ leads to erratic behavior. Instead, letting ν de-
note the node that is considering changing lanes, we define
V∗ to be the average speed of all nodes between ν and the
next intersection, and V ∗ to be the minimum of the desired
speed of ν and the average speed of the nodes in the target
lane that would be between ν and the next intersection.

According to the findings of [1], if a node catches up to
another node and there is room, it will change lanes 50%
of the time when the speed difference is V∗ − V ∗ is zero.
Furthermore, when the speed difference reaches one stan-
dard deviation of the nodes speed distribution and there is
room, the node will change lanes 66% of the time. To mimic
this behavior at the slower speeds of urban vehicles and
pedestrians, we set AV ehicle = −0.225, BV ehicle = 0.1,
APedestrian = −0.225, and BPedestrian = 1.7. While the
Highway Capacity Manual suggests that pedestrian mobil-
ity is similar to vehicle mobility, it is not clear that the same
model for making passing decisions can be used (albeit with
scaled parameters). We examine the impact of these param-
eters in Section 6.4 and find that they do result in platooning
that has been observed.

Other dynamics of lane changing include the selection of
an acceptable gap between cars to change lanes into. It is
not clear what the benefit of precise dynamics of gap accep-
tance would impact MANET simulation. Hence, we simply
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Figure 14. CCDF of Distance Traveled During
Outdoor Walking Trips. This data is from [38].

allow nodes to change lanes if changing lanes would not
greatly disrupt the nodes in the target lane.

Since sidewalks are bidirectional, pedestrians may
change into left-hand lanes and block on-coming pedestri-
ans. Thus, we force all pedestrians that are in left-hand
lanes to immediately change to a right-hand lane when
confronted with an on-coming pedestrian. Furthermore, a
pedestrian does not change into a left-hand lane [although]
; unless there are no on-coming pedestrians from the pedes-
trian’s position to the next intersection.

6.3 Trip generation and arrival rates

Some aspects of trip generation have been well studied.
For example, many local governments require predictions
of trips that will be generated by proposed residential or
business developments. Transportation simulators such as
TRANSIM utilize this information as well as US census
data to estimate transportation demand of different mem-
bers of each household. There seems to be no limit on
the level of detail that could be included in trip generation.
However, in order to reduce the complexity of use, a sim-
pler approach is taken for simulation of urban MANETs.
We focus on pedestrian and vehicle nodes separately.

6.3.1 Pedestrian trips

It is assumed that each building is composed of offices and
each pedestrian has a home office. The pedestrian node ini-
tiates trips from its office at random times. In some cases,
the node remains within the building while in other cases
it leaves the building. The rate at which nodes enter and
leave buildings has been well studied with extensive data
provided in [38] (especially tables 2.5, 2.8 and Figures 2.1
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and 2.2). It has been found that for office buildings, oc-
cupants make an average of 2.3 to 4.7 in or out trips per
twelve-hour day. This amounts to a mean time between en-
tering and exiting the building between 2.3 and 5.3 hours.
In the case of restaurants, supermarkets, department stores
and residences, the average time to remain in the build-
ing is 3.75, 0.6, 1.25, 5.2 hours respectively. However, in
most cases, the duration is not uniform. During the lunch
hours, office occupants’ time to next departure is between
2 and 6 times less than the mean (i.e., between 0.38 and
2.65 hours)6. During non-lunch hours and during the non-
rush hours, the mean duration in the building drops to val-
ues between the average and double the average duration
in the building. Similar values are found for other establish-
ments with restaurants achieving a mean duration of 3 times
less than average or 1.15 hours. Thus, while the duration a
node remains in a building before exiting depends on the
time of day, the building, and the establishment, durations
range from around 25 minutes to 6 hours. Since lunchtime
is rather nonstationary, afternoon rates might be preferable
which range from 1.25 hours for department stores to 5
hours for offices. We denote the mean time between trips
that leave the building as m.

Unfortunately, there is much less data on the trips people
take within buildings. Without such data we are forced to
make a guess based on our own experiences. We selected
to model the duration between trips as exponentially dis-
tributed with mean µ where µ ≤ m. Thus, the fraction of
trips that lead the node outside is µ/m. Hence durations
within the building are also exponentially distributed.

Groups of pedestrians play an important role in pla-
tooning [38]. Again, there is little data on the frequency
of groups. However, we have made observations of over
500 pedestrians in an urban street and found the num-
ber of pedestrians within a group is well modeled with
the Zipf distribution with shape parameter of 2.18, i.e.,
P (Group size ≥ g) = 1/g2.18. We allow groups of node
to congregate in an office and then proceed to a destination.
While in transit, the nodes walk abreast of each other un-
less there are on-coming nodes or when the sidewalk can
support all the nodes in the group. In such cases, some
nodes will follow behind. The speed of the group members
is forced to be the same and the nodes cross intersections
with the grouping intact. The dynamics of groups acts to
block other nodes from passing as observed by [38].

For outdoor trips, the duration and distance traveled has
been well observed (e.g., see [38]). Figure 14 shows the
complementary cumulative distribution (CCDF) of the dis-
tance traveled during walking trips in different cities. The

6A maximum of 2.65 hours in the building before the next trip does not
agree with a mean number of 2.3 trips per day. However, the rate of 2.65 is
only for the lunch hour. Nodes that do not leave during this period of high
exit rate are subject to the longer duration inside the building that occurs
after the lunch.

distribution is well modeled by an exponential distribution
with means 554m, 380m, 403m, 344m, 813m, and 216m
for Manhattan from office buildings, Manhattan from resi-
dences, Chicago, Seattle, London and Edmondton respec-
tively. We see that the US cities have approximately the
same mean. Thus, once a node selects to travel outside, it
then selects a range of distances to travel. Buildings within
that range are selected uniformly and offices with the se-
lected building are also selected uniformly.

6.3.2 Vehicle trips

Traffic simulators such as CORSIM [10] allow vehicle trips
to be generated in two ways, with origin-destination (O-D)
flow matrices or with turning probabilities. With O-D ma-
trices, the rate at which vehicles enter the simulated region
at a origin O and proceed to the destination D is given by
the O,D element of the O-D matrix. If only turning prob-
abilities are used, vehicles enter into the modeled area at
one of the preselected locations and proceed until the ve-
hicle arrives at any exit location (often at the edge of the
modeled area). At each intersection, vehicles turn or go
straight according to the turning probabilities assigned to
that intersection. O-D matrices yield a more accurate sim-
ulation, however, accurate O-D matrix are difficult to deter-
mine, whereas turning probabilities can be determined by
simply counting vehicles turning at each intersection. Thus,
both approaches are used for urban traffic engineering.

Drawbacks of turning probabilities are that vehicles
might travel in long loops or meander through the city for
extended periods of time. However, since turning probabil-
ities are quite small (often they are in the range of 0.3 to
0.1 [16]) such unrealistic behavior is rare; most trips pro-
ceed through the city with only a few turns. Our simulator
currently uses homogeneous turning probabilities. Exit and
entry points are defined by the map as described in Section
4.

To model the rate that vehicles enter the city, we borrow
urban traffic models for ”upstream” lights (i.e., the traffic
that exits a light upstream of the light under investigation).
The upstream traffic is from two sources, vehicles that pass
through the green light and go straight, and vehicles that
turn on to the street. Following [22], it is sufficient to as-
sume that the number of vehicles that enter is Poisson with
mean

λV ehicleStartRate × Signal Period× (1− prob turning)

Number of Entering Roads

conditioned on that the number does not exceed the number
that can pass through an intersection during a single green
light. These vehicles enter at periodic moments with period
equal to the traffic signal period. Furthermore, the number
of turning vehicles into the road that leads to the modeled

12



0 1 2 3 4 5 60
1
2
3
4
5
6
7
8
9
10
11

0 10 20 30 40 50 600

10

20

30

40

50

60

70

0
1
2
3
4
5
6
7
8
9
10
11

0
1
2
3
4
5
6
7
8
9
10
11

0 1 2 3 4 5 6

Observed Model

15 minute average flow rate (peds per minute per foot of width)

flo
w

 in
 p

la
to

on
(p

ed
s p

er
 m

in
ut

e 
pe

r f
oo

t o
f w

id
th

)

Figure 15. 15 Minute Average Flow Rate versus Flow Rate in a Platoon. The flow rate is the number
of pedestrians that pass by the measurement point per minute divided by the width (in feet) of the
sidewalk. The black line is the area of realistic values found by Pushkarev and Zupan.

area is Poisson process, but with rate

λV ehicleStartRate × prob turning

Number of Entering Roads
.

Hence, the total average rate that vehicles enter the city is
λV ehicleStartRate.

6.4 Validation of Pedestrian Mobility

The burstiness of pedestrians, or in the terminology of
traffic engineering, pedestrian platoons, have been investi-
gated by Pushkarev and Zupan [38]. Their work has served
as the basis for the pedestrian traffic engineering guidelines
set forth in the Highway Capacity Manual [46]. The met-
rics of burstiness for pedestrian platoons are different from
the ones typically used in studying data networks. Specifi-
cally, Pushkarev and Zupan compare two flow metrics, the
15 minute average flow rate (AFR) and the flow rate during
a platoon (PFR). A node is in a platoon if the local den-
sity of nodes exceeds the average density. As is shown in
the Figure 15, the PFR is higher than the AFR. According
to Pushkarev and Zupan, the larger the PFR compared to
the AFR, more bursty the pedestrian traffic is. The study of
Pushkarev and Zupan was not focused on finding the fre-
quency of specific flow rates, but to examine what combi-
nations of AFR and PFR occur on urban sidewalks. Thus,
we use this data as a baseline with which we compare the
pedestrian mobility model described above. The left-hand
plot in Figure 15 shows two sets of data. The generated data
from the mobility model is from a variety of configurations
including counting pedestrians on a block with and with-
out buildings, various sizes of sidewalks (from 4 lanes to 32
lanes), various traffic light timings (from 60 seconds to 120
second periods), and various rates of pedestrians flowing
into the street.

As can be seen from the left-hand plot in Figure 15, the
mobility model described above generates combinations of
PFR and AFR that are realistic. The center plot in Fig-
ure 15 shows the data set collected by Pushkarev and Zu-
pan and a set of data generated by the mobility model
but where nodes pass whenever there is room to pass, i.e.,
P (desire to change lanes) = 1 as opposed to what is given
in [1]. Clearly, increasing the propensity to change lanes
acts to decrease the burstiness so that some realistic levels
of burstiness never occur. Finally, the right-hand plot in
Figure 15 shows Pushkarev and Zupan’s data compared to
data generated by the mobility model but where there are
no inter-pedestrians dynamics, i.e., nodes move along lane
irrespective of other nodes. Such mobility allows, for ex-
ample, nodes to exceed the distance-speed relationship. As
shown in Figure 15, ignoring inter-node dynamics results in
unrealistic levels of congestion (according to Pushkarev and
Zupan the flow rate rarely exceeds 18).

7 Conclusions

Realistic simulation techniques for mobile ad hoc net-
works in urban areas have been presented. These techniques
include methods to realistically simulate propagation and
mobility. While realistic propagation modeling is compu-
tationally expensive, the propagation matrix needs to only
be computed once for each urban map. Based on the find-
ings from urban planning and traffic engineering research
community, realistic mobility models can be developed. It
is evident that these models are far more realistic than the
random waypoint open-space propagation models that are
widely used now. One challenge in realistic simulation is to
keep the usage complexity low. The methods, models, and
model parameters developed in this paper reduce the com-
plexity of use while still maintaining realistic simulation.
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